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All questions may be attempted but only marks obtained on the best fou r  solutions will 
count. 

The use of an electronic calculator is not  permitted in this examination.  

1. Consider the following numerical scheme with step-size h for solving the initial 
value problem consisting of the ordinary differential equation d y / d t  = f ( y ,  t) and 
the initial condition y(0) = Y0, 

Y ~ + l = Y ~ + ( ~ h f ( y ~ , t ~ ) + ( 1 - a ) h f ( y ~ + l , t ~ + l ) ,  yo = Yo, (*) 

w h e r e O < a <  1. 

(a) Explain the distinction between implicit and explicit numerical schemes. For 
which values of a is the scheme above 
(i) implicit 
(ii) explicit. 

(b) Define what is meant by the concept of stability in the case of a generic numerical 
scheme yn+l = r(y,~, tn). 
(c) By considering the linear equation dy /d t  = Ay, A • C, derive and sketch the 
regions of absolute stability for the method ( ,)  in the complex Ah plane when (i) 

= 1, (ii) a = 0. Define what is meant by an A-stable method and state whether 
the method is A-stable in each case. 

(d) Show that  the scheme (,)  is A-stable when c~ = 1/2. 

2. The function 

a0 + box + CoX 2 + dox 3, x E [0, 1], 
S ( x ) =  a , + b l ( X - 1 ) + c l ( x - 1 ) 2 + d l ( x - 1 )  3, x e [ 1 , 2 ] ,  

a2 + b2(x - 2) + c2(x - 2) 2 + d2(x - 2) 3, x • [2, 31, 

interpolates the set of points { (0, 0), (1, 3), (2, 9), (3, 12) }. 

(a) Write the twelve conditions that  the twelve unknown constants must satisfy in 
order for S(x )  to be a natural cubic spline function-(i.e, with S"(0) = S"(3) = 0) 
on the interval x C [0, 3]. 

(b) Eliminate the aj, bj, and dj in favour of three equations in the cj. 

(c) By writing the remaining three equations in matr ix  form and using Gaussian 
elimination or otherwise, determine the value of each of the constants. 
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3. The  N + 1 t imes  cont inuously differentiable function y(x) is to be interpolated at a 
set of N + 1 d is t inc t  points  ( xi, y(xi) ), where i = 0, 1, ..., N. 

(a) Show t h a t  the re  exists a unique  N t h  order polynomial  PN(X) that  interpolates  
this set of points .  

(b) By consider ing the  propert ies  of the  funct ion 

N 

¢(t)  = y ( t ) -  P N ( t ) -  [y(5) -- PN(g)] ~=~ 3 - -  x3' • ,t  e Ix0, xN], 

or otherwise, show t h a t  there  exists ( C [x0, XN] such tha t  

y(N+,)( 0 N 
Y(X)- PN(-i) -- -(-N'~-l))i jl~o:o(-X-.= xj). 

(c) Hence find an upper  bound  for the  error when  a quadrat ic  polynomial  is used 
to interpolate  y(x) = coshx  on the  interval [0,1] using an evenly spaced grid. 

[ 

. (a) Show tha t  t he  Newton-Raphson  i terat ion for finding a root of the continuously 
differentiable funct ion  f (x ) ,  

f(xn) 
X n + l  = Xn f'(x~) 

may be der ived from considerat ion of the  equat ion  of the tangent  to the  curve 
y = f ( x )  at ( xn, f (x~)  ). 

(b) By consider ing the  error at  the  n t h  step e~ = x~ - r, show that  the  Newton- 
Raphson i te ra t ion  converges quadrat ical ly  to a simple root at x = r. 

(c) Consider t he  funct ion 

f ( x )  = x ~, ol > 1. 

Show tha t  for th is  example,  t he  Newton-Raphson  i terat ion takes the form of a linear 
first order difference equation.  Write down the  general solution of this equation. 

(d) From a s t a r t ing  point  x0 = 1, es t imate  how many steps are necessary for the  
i terat ion to converge to  the  root  at  x = 0 w i th in -an  accuracy 5 = e -1° when 

= 1000. C o m m e n t  on the  order of convergence of the  method  in this example. 
Why  are so m a n y  i terat ions necessary for this function? 
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5. Consider the initial value problem 

dy 
d-~ = f (y '  t), y(O) = Yo. 

(a) Show, by considering the Taylor expansion of y(t), that the second order Runge- 
Kutta (RK2) method for solving the IVP, with step-size h, may be written 

h 
yn+l = Y~ + hf(y~,t~) + -~ [f(y~ + Ahf(y,~,t,~),tn + Ah) - f (y~,tn)  ] , 

where A is an arbitrary constant. 

(b) Define local truncation error. Derive an expression for the O(h 3) local truncation 
error of the RK2 method. 

(c) Using this expression find the value of A that optimises the method for 

(i) f ( y , t ) =  F(t), 

(ii) f (y , t )  = y~, (~ • 1). 

MATHC315 END OF PAPER 


