Full marks may be obtained for complete answers to

four questions.

Credit will only be given for the best four answers.



Useful formulae

1) For any two random variables, U and W, the covariance between U and W, cov(U, W), is
defined by
cov(U,W)=E(UW)-EU)EW)
and correlation, corr(U ,W), between U and W is defined by

corr (U, W) = cov (U, W)V (U V(W)=

2) If {)q}(t:O,iL...,) is a weskly dationary process with covariance function

R(u)(t,u=0,%1,...) itsspectral density function, f(A), is defined by

£(1)= (2n) ™ Z R(u) exp(-iuA)

for al values of A for which the sum on the right hand exists.



1(a)

(b)

(©

(d)

An information signal may be represented by the sequence
x, = Asin(wt +0) t=0, 21, ...),
where w and A are fixed constants and @is a uniformly distributed random variable with

probability density function

1
ol6)=zn ~TEOST
HO  esewhere.

Show that {)q} isweakly stationary with covariance function
cov(>q, xHu) =1 A?cos(wu) (tLu=0,#1,..). [12marks]

It has been suggested, however, that due to transmission noise, the amplitude, A, may not be
treated as fixed and the signal actually being transmitted isy;, where

y, = Asin (wt + ©) t=0 £1,..)

and A isarandom variable, independent of ©, following a Rayleigh distribution with
probability density function

_pen(1a’) a>0

pa(a)
SR = I a<o.
Show that {yt} is still stationary but with covariance function

cov (Y, Y, )=c0s(wu)  (tu=0,#1,..).  [5marks]

[N.B. Y ou may assume without proof the results that E(A) = \/Z E (Az) =2]
Suppose instead that the information signal being transmitted is z;, where
z, =C, sin(wt +0) (t=0, 21, ...),
{Ct}, independent of ©, is a stationary process with mean 0 and an absolutely summable
covariance function R. (u) . Show that {z} is also stationary with covariance function
R,(u)=cov(z,z.,)=2R.(u) cos(wu) (tu=0,#1,..).  [3marks]

Show also that the spectral density function, f(A), of {z} isrelated to that of {C;} by
() =4{fc A-w)+ fc A+,
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Q1 continued

where fc(A) denotes the spectral density function of {Ci}. [4 marks]

Deduce that if wiscloseto 0, f(A) will becloseto 2 f. (A). [1 mark]

[N.B. sin(A + B) =sinA cosB + cosA sinB,
CcoS(A + B) = cosA cosB - sinA sinB.]



2(a)

(b)

(©

(d)

Suppose that {x} is a discrete-time (weakly) stationary process with mean g4 and covariance
function R(u) and let {y:}, independent of {x;}, be a different stationary process with mean £4
and covariance function Ry(u). Let

W, =X t+Y, (t=0,2£1,...)

be a new process obtained by aggregating x; and y; for each t. Show that {w; } is aso stationary
with covariance function R,(u), where

Rw(u) = Rx(u) + Ry(u) (u=0,=£1,..). [5 marks]
Let {x}(t =0, #£1, ...) be an autoregressive process of order 1
X = %+ &, lal <1,

where {&} is a purely random sequence of uncorrelated random variables, each with mean 0
and variance ®>. Show that {x} is weakly stationary with covariance function

R (u)=a" R (0) tu=0,%1,..),

where R, (0)= o2/ (1— az) denotes the variance of {x}. [8 marks]

Suppose that the weekly sales of a certain product manufactured by a maor company for a
given area, called Region 1, could be described, after a suitable transformation, by an
autoregressive process of order 1, {x}, but those in aneighbouring area, called Region 2, by an
independent autoregressive process of order 1, {y:}, where

Yo =Byt S, |B<%,

and {4}, independent of {&}, is adso a purely random sequence of uncorrelated random
variables, each with mean 0 and variance 7°. Let

Wi = Xt + Yt (t=0,21,..)

be the process obtained by aggregating {x:} and {y} .
Write down the covariance function, Ry (u) of {w;}. [2 marks]
Show that for al u =2, Ry(u) satisfies the equation

R,(u)-(a+pB)R,u-1)+aBR,(u-2)=0 (u=2,3,...). [6marks]
Show also that R,(1) does not satisfy this last equation. [2 marks]

Provide an interpretation of this last result for the behaviour of {w}. [2 marks]



3(a)

(b)

Suppose that {x} (t=0, £ 1, ...) is a stationary process with mean 0, an absolutlety summable
covariance function, R(u), and the spectral density function fy(A). Let

q
Yy, = Z C; % (t=0,21,..)

i==q

be a “filtered’ series obtained from x;,; here g =0 is an integer and the c; are some real constant
whose values do not depend on t. Show that {y;} is also stationary with covariance function

RW=Y Y ¢ Ru+k-])

j==q k=-q

and spectral density function

f,(A)=|c(A)” f.(1)

where
q

cA)=3 c e

i==q

denotes the transfer function of the filter and | C (/1)| denotes the Gain function of the filter.
[6 marks]

Consider the following two filters:

1 1 1
1) yt_ZXt+§Xt—l+ZXt—2’

1 1
2) yt=§_2 X

j=-1
Find the transfer functions, Cy(A), and Cy(A), say, of these two filters and show that their gain
functions, G;(A) and Gy(A), are given by

G,(1)=[c,(A) = %(“ cosA),

G, (1)=[c, (1) =3

sin3A
Ta A
sniA

. [13 marks]

Sketch Gy(A) and Gy(A) for A0, 1] and describe effects these two filters will have on the
behaviour of the output series y:.
[6 marks]



4, A wide variety of financial time series may be approximated, to second order, that is, in terms
of the behaviour of their correlation structure, by a Random Walk model, which postul ates that

the observed process, {x }{t =1, 2, ...) follows the mode
X =Xt &,

where {&} is a sequence of uncorrelated random variables, each with mean 0 and variance &,
and xo may be treated as a fixed constant.

Demonstrate that, for each t > 1, X, may be written as

t-1
X = E_i T X, [2 marks]
2, o
Hence show that for each fixedtand al k =0, 1, ..., t, the covariance function of {x;} isgiven
by
cov(x,x_ )=t-K)o® (=01, ..t t=12 ) [5 marks]

Write down the correlation function of {x;} and deduce that if k issmall relative to t
corr(x,, X, ) =1, k> 0. [3 marks]

Let Ax, = X, — X, denotethe first differences of {x:} (t > 1) and

Yy =A% —AX =X~ 2% X, t=23 ..)

denote the second differences of {x;}. Show that {y;} follows a moving average process of
order 1

Y =& —E4- [1 mark]

Find the covariance function of {y;} and show that its correlation function is given by

01 k=0,
COI’I’(yt, yt—k) = %_% k=1, [6 marks]
0 |K>1
Explain why {y;} is stationary. Isit invertible? [2 marks]

Let
M a 1 T-u
Ry (U) - ? tZ Yt Yisu (U 20)

denote the standard ‘positive definite’ estimator of the covariance function, R(u) ,of {yi},
based on an observed realisation, yy, ..., y1, T > 1, of {y}.

Question 4 continued overleaf



Q4 continued
Demonstrate that

E{RD (0)} = 207, R (@) = - o,

OoT O
and deduce that whereas R{" (0) provides an unbiased estimator of R/(0), R!"(1) providesa
biased estimator. Find the bias, B{R™” (1)} = E{R™ (1)} - R, (1), of R™ (1) in estimating R,(1)
and show that R (1) nevertheless provides an asymptotically unbiased estimator of R,(1).
[6 marks]



(a)

(b)

(©

Let {x} (t=0,x 1, ...) be an autoregressive process of order 2:
X =X, taX_, t&, -1<a<0,

where {&} is a sequence of uncorrelated random variables, each with mean 0 and variance &°.
The process admits an infinite moving average representation

=% b(j)e., bO)=1
% ]ZO (i) j

where b(j) is the coefficient of Z in the expansion of (1 - z- a 7)™ in non-negative powers of

Z, that is,

=)

J; b(j)z =(-z-a22)".

Show that the correlation function, r(u), of {x} satisfies the Yule-Walker equations

r) = (L-a)* 1)
r2=r)+ a, )
r(u)=r(u-1) + ar(u-2) (u=3). 3) [9 marks]

Deduce that r(1) satisfies the inequality
05<r(1)<1. [3 marks]

Suppose that only xg, ...Xt, T > 1, have been observed and a is unknown. Let

f(U)=TZ_;XIXHU/i X u=12"..)

denote a ‘positive-definite’ estimator of r(u).

Two different methods of estimating a from (1) and (2) are under consideration:
(1) Esimateaby &, where @ isbased only on F(1)and it is obtained by using the
relation (1) above, that is, by solving the equation

F)=@-a)™.
(2) Estimate aby @, where @ isbased onboth f(1)and f(2) and it is obtained by
using the relation (2) above, that is, by
a=r(2)-f ()
Show that
1). [2 marks]

Question 5 continued overleaf
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By taking some trial values of (1) or otherwise, deduce that if 7 (1) <0.5, a doesnotliein
the range of value of a for which the processis stationary. [2 marks]

On the assumption that x; and x, may be treated as fixed, find the least-squares estimator, @,
say, of a based on x, ..., X7. [5 marks]

Explain why, for large values of T, the difference between & and @ may be expected to be
small. [4 marks]



6(a)

(b)

Explain what is meant by stylised features of a financial time series. Briefly describe three

such features as applicable to changes in share prices. [5 marks]
Consider the model
Xt:&+ﬁ&-l‘gt-2! tzo,i'l,...,

where {&} is a sequence of independent identically distributed random variables, each with
mean 0, variance o°. Show that {x.} is a purely random process with variance ¢ 2 (1 +0°p 2),
that is,

2+ 02B?) s=0alt,

cov(x, X_.) =[] [6 marks]

H 0 s>0,dlt.
Are x; and X, mutually independent? Explain giving reasons. [2 marks]
Comment on the relevance of this model for financial data. [2 marks]

Consider the Autoregressive Conditional Heteroscedastic model of order 1, ARCH(1) modd,
X = O &,

where {&} is a sequence of independent random variables, each with mean 0 and variance 1,
and the variance, g%, of x; depends upon X, , the square of the immediate past observation, as
follows:

o’=y+ax’, y>0,0<a<l.
On writing

2 _ 2 2 2
X =0, *X -0,

show that, in thismodel, x® is postulated to follow an autoregressive model of order 1

X =y+axi tv,

where v, = atz(etz —1) [2 marks]
Explain why

E(v,)=0, alt [2 marks]
Show that

E(x)=0, alt;

v(xt):E(xf):ﬁ, alt. [4 marks]

Comment on why ARCH models may be useful for financia data. [2 marks]



7. A linear time series model with non-Normal innovations has been suggested as a suitable
model for financial data. For investigating this hypothesis, suppose that the observed time
seriesis a(part) realization of a discrete-time moving average process of orderl:

X =& +Be, A<t

in which {&} is a sequence of independent identically distributed, not necessarily Normally
diStI’ibl(Jted), random variables, each with mean O variance 1 and finite fourth moment
A=Elg*).

Let

Y= th-

Show that for each fixed t, where t is an integer,

a) E(y,)=1+ 8% [2 marks]
b Ely?)={+p)1+6p% [2 marks]
c) E(y,y,)=AB82 +1+ 8% + B*; [2 marks]
d  Elyy.)=0+p)f, dik=2 [2 marks]
Hence deduce that
e) V(y,)=(A —3)(1+ ﬂ4)+ 2(1+ ,82)2; [2 marks]
H covly, Viu) = (A -3) B + 2% [2 marks]
0) cov(y,, v, )=0, adlk=2. [1 mark]
Write down the correlation function, (:orr(yt » Yok ) foral k > 1. [1 mark]
Now let

_ ER)

17 o\2
(el )
denote the coefficient of Kurtosis of {x;}.
Deduce that

h) K=(1+'B4)A+6ﬂ2; [1 mark]
L+ 57f
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)] (k- 3) isrelated to (A - 3) asfollows:

(k -3)= g Eli‘) (;;)f ') [2 marks]
Hence prove that

YRR
where p = B/(L+ B2)=corr(x, x_,) and 8= B2/{1+ B*). [4 marks]

Show that if kK = 3, implying the common distribution of {&} isNormal,

2

corr (y,, Yi4) = 07, [2 marks]

Comment on the behaviour of Corr(yt, yt_l) when « >3 and explain the relevance of this
result for financial data. [2 marks]



