
Full marks may be obtained for complete answers to

four questions.

Credit will only be given for the best four answers.



Useful formulae

1) For any two random variables, U and W, the covariance between U and W, cov(U, W), is

defined by

( ) ( ) ( ) ( )WEUEWUEWU −=,cov

and correlation, ( ),,corr WU  between U and W  is defined by

( ) ( ) ( ) ( ){ } 2

1

/,cov,corr WVUVWUWU =

2) If { } ( )...,,1,0 ±=txt  is a weakly stationary process with covariance function

( ) ( )...,1,0, ±=utuR  its spectral density function, f(λ), is defined by

( ) ( ) ( ) ( )λπλ uiuRf
u

−= ∑
∞

∞−=

− exp2 1

for all values of λ for which the sum on the right hand exists.



1(a) An information signal may be represented by the sequence

( )Θ+= tAxt ωsin (t = 0, ± 1, … ),

where ω and A are fixed constants and Θ is a uniformly distributed random variable with
probability density function

( )
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Show that { }tx is weakly stationary with covariance function

( ) ( )uAxx utt ωcos,cov 2
2
1=+    (t, u = 0, ± 1, … ). [12 marks]

(b) It has been suggested, however, that due to transmission noise, the amplitude, A, may not be
treated as fixed and the signal actually being transmitted is yt, where

( )Θ+= tsAyt ωin (t = 0, ± 1, … )

and A is a random variable, independent of Θ, following a Rayleigh distribution with
probability density function
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Show that { }ty  is still stationary but with covariance function

( ) ( )uyy utt ωcos,cov =+ (t, u = 0, ± 1, … ). [5 marks]

[N.B. You may assume without proof the results that ( ) ( ) .2, 2
2 == AEAE π ]

(c) Suppose instead that the information signal being transmitted is zt, where

( )Θ+= tCz tt ωsin (t = 0, ± 1, … ),

{ }tC , independent of Θ, is a stationary process with mean 0 and an absolutely summable

covariance function ( )uRC .  Show that {zt} is also stationary with covariance function

( ) ( ) ( ) ( )uuRzzuR Cuttz ωcos,cov 2
1== + (t, u = 0, ± 1, … ). [3 marks]

(d) Show also that the spectral density function, fz(λ), of {zt} is related to that of {Ct} by

( ) ( ) ( ){ },4
1 ωλωλλ ++−= CCz fff

Question 1 continued overleaf



Q1 continued

where fC(λ) denotes the spectral density function of {Ct}. [4 marks]

Deduce that if ω is close to 0, fz(λ) will be close to ( )λCf2
1 . [1 mark]

[N.B. sin(A + B) = sinA cosB + cosA sinB,
cos(A + B) = cosA cosB - sinA sinB.]



2(a) Suppose that {xt} is a discrete-time (weakly) stationary process with mean µx and covariance
function Rx(u) and let {yt}, independent of {xt}, be a different stationary process with mean µy

and covariance function Ry(u).  Let

ttt yxw +=  (t = 0, ± 1, … )

be a new process obtained by aggregating xt and yt for each t.  Show that {wt } is also stationary
with covariance function Rw(u), where

Rw(u) = Rx(u) + Ry(u) (u = 0, ± 1, …). [5 marks]

(b) Let {xt}(t = 0, ± 1, …) be an autoregressive process of order 1

xt = αxt-1 + εt , 1<α ,

where {εt} is a purely random sequence of uncorrelated random variables, each with mean 0
and variance σ2.  Show  that {xt} is weakly stationary with covariance function

( )0)( x
u

x RuR α= (t, u = 0, ± 1, …),

where ( ) ( )22 1/0 ασ −=xR  denotes the variance of {xt}. [8 marks]

(c) Suppose that the weekly sales of a certain product manufactured by a major company for a
given area, called Region 1, could be described, after a suitable transformation, by an
autoregressive process of order 1, {xt}, but those in a neighbouring area, called Region 2, by an
independent autoregressive process of order 1, {yt}, where

,1 ttt yy δβ += − ,1<β

and {δt}, independent of {εt}, is also a purely random sequence of uncorrelated random
variables, each with mean 0 and variance τ2.  Let

wt = xt + yt (t = 0, ± 1, …)

be the process obtained by aggregating {xt} and {yt} .

Write down the covariance function, Rw(u) of  {wt}. [2 marks]

(d) Show that for all u ≥ 2, Rw(u) satisfies the equation

( ) ( ) ( ) ( ) 021 =−+−+− uRuRuR www αββα (u = 2, 3,…). [6 marks]

Show also that Rw(1) does not satisfy this last equation. [2 marks]

Provide an interpretation of this last result for the behaviour of {wt}. [2 marks]



3(a) Suppose that {xt} (t = 0, ± 1, …) is a stationary process with mean 0, an absolutlety summable
covariance function, Rx(u), and the spectral density function fx(λ).  Let

∑
−=

−=
q

qj
jtjt xcy (t = 0, ± 1, …)

be a ‘filtered’ series obtained from xt,; here q ≥ 0 is an integer and the cj are some real constant
whose values do not depend on t.  Show that {yt} is also stationary with covariance function

( ) ( ),jkuRccuR xkj

q

qk

q

qj
y −+= ∑∑

−=−=

and spectral density function

( ) ( ) ( ),2 λλλ xy fCf =
where

( ) λλ ij
j

q

qj

ecC −

−=
∑=

denotes the transfer function of the filter and ( )λC denotes the Gain function of the filter.

[6 marks]

(b) Consider the following two filters:

1) 21 4

1

2

1

4

1
−− ++= tttt xxxy ;

2) jt
j

t xy −
−=

∑=
1

13

1
.

Find the transfer functions, C1(λ), and C2(λ), say, of these two filters and show that their gain
functions, G1(λ) and G2(λ), are given by

( ) ( ) ( ),cos1
2

1
11 λλλ +== CG

( ) ( ) .
sin

sin

3

1

2
1

2
3

22 λ
λ

λλ == CG [13 marks]

Sketch G1(λ) and G2(λ) for λ∈ [0, π] and describe effects these two filters will have on the
behaviour of the output series yt.

[6 marks]



4. A wide variety of financial time series may be approximated, to second order, that is, in terms
of the behaviour of their correlation structure, by a Random Walk model, which postulates that
the observed process, { }( )...,2,1=txt  follows the model

,1 ttt xx ε+= −

where {εt} is a sequence of uncorrelated random variables, each with mean 0 and variance σ2,
and x0 may be treated as a fixed constant.

Demonstrate that, for each t ≥ 1, xt may be written as

.0

1

0

xx jt

t

j
t += −

−

=
∑ ε [2 marks]

Hence show that for each fixed t and all k = 0, 1, …, t, the covariance function of  {xt} is given
by

( ) ( ) 2,cov σktxx ktt −=− (k = 0, 1, …, t,  t = 1, 2, …). [5 marks]

Write down the correlation function of {xt} and deduce that if k is small relative to t

( ) ,1,xcorr t ≈−ktx k > 0. [3 marks]

Let 1−−=∆ ttt xxx  denote the first differences of {xt} (t > 1) and

211 2 −−− +−=∆−∆= tttttt xxxxxy    (t = 2, 3, …)

denote the second differences of {xt}.  Show that {yt} follows a moving average process of
order 1

1−−= ttty εε . [1 mark]

Find the covariance function of {yt} and show that its correlation function is given by

( )
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yy ktt [6 marks]

Explain why {yt} is stationary.  Is it invertible? [2 marks]

Let

( ) utt

uT

t

T
y yy

T
uR +

−

=
∑=

1

)( 1
(u ≥ 0)

denote the standard ‘positive definite’ estimator of the covariance function, Ry(u) ,of {yt},
based on an observed realisation, y1, …, yT,   T > 1, of {yt}.
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Demonstrate that

( ){ } ( ){ } ,
1

1,20 2)(2)( σσ 




 −−==

T

T
RERE T

y
T

y

and deduce that whereas ( )0)(T
yR  provides an unbiased estimator of Ry(0),  ( )1)(T

yR  provides a

biased estimator.  Find the bias, ( ){ } ( ){ } ( )111 )()(
y

T
y

T
y RRERB −= , of ( )1)(T

yR  in estimating Ry(1)

and show that ( )1)(T
yR  nevertheless provides an asymptotically unbiased estimator of Ry(1).

[6 marks]



5. Let {xt} (t = 0, ± 1, …) be an autoregressive process of order 2:

,21 tttt xxx εα ++= −− - 1 < α < 0,

where {εt} is a sequence of uncorrelated random variables, each with mean 0 and variance σ2.
The  process admits an infinite moving average representation

( ) ,
0

jt
j

t jbx −

∞

=
∑= ε b(0) = 1,

where b(j) is the coefficient of zj in the expansion of (1 - z - α z2)-1 in non-negative powers of

z, that is,

( ) ( ) .1
12

0

−∞

=
−−=∑ zzzjb j

j

α

(a) Show that the correlation function, r(u), of {xt} satisfies the Yule-Walker equations

r(1) = (1-α)-1 (1)
r(2) = r(1) + α, (2)
r(u) = r(u-1) + α r(u-2)   (u ≥ 3). (3) [9 marks]

(b) Deduce that r(1) satisfies the inequality

0.5 < r (1) < 1. [3 marks]

Suppose that only x1, …xT, T > 1, have been observed and α is unknown.  Let

( ) 2

11

/ˆ t

T

t
utt

uT

t

xxxur ∑∑
=

+

−

=

= (u = 1, 2, …)

denote a ‘positive-definite’ estimator of r(u).

(c) Two different methods of estimating α from ( )1r̂  and ( )2r̂  are under consideration:

(1) Estimate α by α~ , where α~  is based only on ( )1r̂ and it is obtained by using the
relation (1) above, that is, by solving the equation

( ) ( ) .~11ˆ 1−−= αr

(2) Estimate α by ,α̂  where α̂   is based on both ( ) ( )2ˆand1ˆ rr  and it is obtained by
using the relation (2) above, that is, by

( ) ( ).1ˆ2ˆˆ rr −=α

Show that
( ){ } ( ).1ˆ/11ˆ~ rr −=α [2 marks]

Question 5 continued overleaf
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By taking some trial values of ( )1r̂ , or otherwise, deduce that if ( ) α~,5.01ˆ ≤r  does not lie in

the range of value of α for which the process is stationary. [2 marks]

On the assumption that x1 and x2 may be treated as fixed, find the least-squares estimator, *α̂ ,
say, of α based on x3, …, xT. [5 marks]

Explain why, for large values of T, the difference between *ˆandˆ αα  may be expected to be
small. [4 marks]



6(a) Explain what is meant by stylised features of a financial time series.  Briefly describe three
such features as applicable to changes in share prices. [5 marks]

(b) Consider the model

xt = εt + βεt-1 εt-2,  t = 0, ± 1, …,

where {εt} is a sequence of independent identically distributed random variables, each with
mean 0, variance σ2.  Show that {xt} is a purely random process with variance ( ),1 222 βσσ +
that is,

( ) ( )
î



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>

=+
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.all,00

,all,0,1
,cov

222

ts

ts
xx stt

βσσ
[6 marks]

Are xt and xt-1 mutually independent?  Explain giving reasons. [2 marks]

Comment on the relevance of this model for financial data. [2 marks]

Consider the Autoregressive Conditional Heteroscedastic model of order 1, ARCH(1) model,

xt = σt εt,

where {εt} is a sequence of independent random variables, each with mean 0 and variance 1,
and the variance, σt

2, of xt depends upon 2
1−tx , the square of the immediate past observation, as

follows:
2

1
2

−+= tt xαγσ .10,0 <<> αγ
On writing

,2222
tttt xx σσ −+=

show that, in this model, xt
2 is postulated to follow an autoregressive model of order 1

,2
1

2
ttt vxx ++= −αγ

where ( ).122 −= tttv εσ [2 marks]

Explain why
( ) ,0=tvE  all t [2 marks]

Show that
( ) ,0=txE  all t;

( ) ( ) ,
1

2

α
γ
−

== tt xExV all t. [4 marks]

Comment on why ARCH models may be useful for financial data. [2 marks]



7. A linear time series model with non-Normal innovations has been suggested as a suitable
model  for  financial  data.   For  investigating this  hypothesis, suppose  that the observed time
series is a (part) realization of a discrete-time moving average process of order1:

,1−+= tttx εβε ,1<β

in which {εt} is a sequence of independent identically distributed, not necessarily Normally
distributed, random variables, each with mean 0 variance 1 and finite fourth moment

( )4
tE ελ = .

Let
yt = xt

2.

Show that for each fixed t, where t is an integer,

a) ( ) ;1 2β+=tyE [2 marks]

b) ( ) ( ) ;61 242 βλβ ++=tyE [2 marks]

c) ( ) ;1 422
1 ββλβ +++=−tt yyE [2 marks]

d) ( ) ( ) .2all,1
22 ≥+=− kyyE ktt β [2 marks]

Hence deduce that

e) ( ) ( )( ) ( ) ;1213
224 ββλ +++−=tyV [2 marks]

f) ( ) ( ) ;23,cov 22
1 ββλ +−=−tt yy [2 marks]

g) ( ) .2all,0,cov ≥=− kyy ktt [1 mark]

Write down the correlation function, ( ),,corr ktt yy −  for all k ≥ 1. [1 mark]

Now let

( )
( ){ }22

4

t

t

xE

xE
=κ

denote the coefficient of Kurtosis of {xt}.

Deduce that

h)
( )

( ) ;
1

61
22

24

β
βλβκ

+

++= [1 mark]
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i) (κ - 3) is related to (λ - 3) as follows:

( ) ( ) ( )
( )22

4

1

13
3

β
βλκ

+

+−=− [2 marks]

Hence prove that

( ) ( ),,corr
23

23
1

2

−=
+−
+−

tt yy
κ

ρθκ

where ( ) ( ) ( )42
1

2 1/and,corr1/ ββθββρ +==+= −tt xx . [4 marks]

Show that if κ = 3, implying the common distribution of  {εt} is Normal,

( ) ,,corr 2
1 ρ=−tt yy [2 marks]

Comment on the behaviour of ( )1,corr −tt yy  when κ >3 and explain the relevance of this

result for financial data. [2 marks]


