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1. Suppose that we wish to sample from a probability density function f, and have a simple
way to sample from a probability density function g, with f(z)/g(z) < M < oo for all
—00 < x < oo. For a given auxiliary function h(x), 0 < h(z) <1 for all —co < z < o0, the
following simulation algorithm is suggested:

(1) Generate Y from pdf g.
(2) With probability ~A(Y) accept X =Y, else go to (1).

(a) Find the distribution of accepted values X and show that by suitable choice of function
h the accepted values will have pdf f.

(b)  For the choice of h found in part (a), determine

(i) the probability that a generated Y is accepted, and

(i) the distribution of the number of trials before a Y is accepted.

(c) Comment briefly upon the need to know the normalising constant of f when applying
the above method and upon the efficiency of such a method.

(d) Suppose we can find easily evaluated functions [ and u with

()
z)

Assume that f(z) and g(x) are time-consuming to calculate, suggest how we might use

~

0<l(z) <

<wu(z) ,forall o<z < oo.

Q
—~

this knowledge to speed up the simulation algorithm.

2. (a) Consider the problem of estimating the integral 6 = fol e’ dx.

(i) Construct the Monte Carlo estimator 0, of 0 using a sequence, {X1,..., X}, of
independent random variates with probability density function f(z) =1,0 <z < 1.
Calculate the variance of «/9\1.
(i) Construct the control variate Monte Carlo estimator 8 of 6 using the uniform random
variable X as the control variate and calculate the smallest achievable variance of
0.
(b) Now, consider the problem of estimating the integral §' = f_ll e” dx. Use stratification

sampling to construct an estimator 6§ of 6, with two sequences ,....Y, 0} ~
U(-1,0) and {Zy,...,Znsa} ~ U(0,1). Calculate the variance of 6 .
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3. (a) Describe the 'Frequency Test of Digits' method for testing randomness of the digit in
the first decimal place of a sequence of n uniform (0,1) random numbers.

(b) Consider the following change point model:

XiNN(01,0'2) 1<i<r

X; ~ N(6y,07) T <1<n,

with unknown parameters 6;,0,,02 and 7 (7 # 1). Write § = o~2. Suppose that prior
distributions for the parameters are specified by

0, ~ N(0,1) i=1,2
d ~ Gamma(ay, o)

7~ Uniform distribution on{1,2,...,n},

where 61,05, and 7 are considered to be independent a priori. Assume that «g and
(o are known. Describe how to apply the Gibbs sampler to simulate from the posterior
distribution of (01,65, 4, 7).

(The probability density function of X ~ gamma(ay, ) is proportional to z®0~le=%02),

4. Let Xi,...,X, be independent, identically distributed from a population F. Let

~

0(X1,...,X,) be an estimator of a population parameter § = 6(F').

(a) Explain what is meant by the jackknife and bootstrap estimators of the bias of 0, assuming
a non-parametric problem.

(b) Let p and 02 be the mean and variance of F respectively. Let § = p?. Consider the
estimator § = X?, where X = n~!>""  X,. Obtain the form of the jackknife bias
estimator bj,.; and bootstrap bias estimator by

For (c) and (d), refer to the setting of (b).

(c) Describe how the bootstrap bias estimator by,,; may be used to construct a refined
estimator 6, whose bias is of smaller order in the sample size n. Describe also how the
jackknife bias estimator b;,., may be used to construct another refined estimator 6.

(d) Suppose the bootstrap procedure is iterated. Show that the bootstrap bias-corrected
estimator 6; after j iterations is

0, =X*—(n—1)7'(1-n7)5

where 5% = n71Y" (X; — X)?. Based on this form, describe how to produce an
estimator whose bias is arbitrarily small as a function of n.

Compare the estimator obtained as 7 — oo with the estimator 0.
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