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1. The function y(x) satisfies the nonlinear second–order differential equation

εy′′ − 2y′ + ey = 0 , 0 ≤ x ≤ 1, 0 < ε� 1 ,

with boundary conditions y(0) = 0 and y(1) = 0.

(i) Carefully describe the scaling (i.e. set x = x0 + ε
αX and find α). By analysing the

lowest–order inner solution, locate the boundary layer (i.e. find x0). Write down the

inner equation. Decide which boundary condition must be satisfied by the outer solution.

(ii) Find the leading (lowest–order) outer and inner approximations to y(x) and match them.

Sketch the solution, indicating the inner and outer regions.

2. The function y(x) satisfies the linear second–order differential equation

εy′′ + y′ + xy = 0 , 0 ≤ x ≤ 1, 0 < ε� 1 ,

with boundary conditions y(0) = 0 and y(1) = 1.

Determine the scaling and the inner equation.

Obtain the two-term outer expansion and the two-term inner expansion of the function y(x)

and match the two expansions.

3. The function y(x) satisfies the integral equation

y(x) =
1

2

∞∫

0

e−|x−t|y(t)dt+ e−2x , 0 ≤ x <∞ ,

and the boundary condition y(0) = 3/2.

Find y(x) using the Wiener-Hopf method. Sketch y(x) and find the limiting value k =

lim
x→∞
y(x).

[The standard result
∞∫

0

e−αxeisxdx =
i

s+ iα
, Ims > −α ,

for real α, may be used without proof.]
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4. Solve the integral equation

1

π

1∫

−1

ln |t− x|f(t)dt = − tan−1 x , −1 ≤ x ≤ 1 .

[The inversion formula

f(x) = −
1

π
√
1− x2

P

∫ 1

−1
dt

√
1− t2

t− x
g(t) +

A
√
1− x2

for the singular integral equation

1

π
P

∫ 1

−1

dt

t− x
f(t) = g(x)

may be quoted without proof; here P indicates the principal value integral and A is an arbitrary

constant.]

5. The generating function for Chebyshev polynomials of the first kind Tn(x), −1 < x < 1, is

G(x, y) =
1− xy

1− 2xy + y2
=

∞∑

n=0

Tn(x)y
n .

By differentiation, show that the generating function satisfies the following partial differential

equation

(1− x2)
∂2G

∂x2
− x
∂G

∂x
+ y
∂

∂y

(

y
∂G

∂y

)

= 0 .

From this, obtain the Chebyshev equation, i.e. the second–order differential equation satisfied

by Tn(x). Bring this equation into the standard form:

d

dx

[

p(x)
dTn

dx

]

+ q(x)
dTn

dx
+ n2Tn = 0 .

Hence find the functions p(x) and q(x) and the weight function w(x).

Write down the Rodrigues formula and the orthogonality relations. By using the Rodrigues

formula, or otherwise, obtain T0(x), T1(x), and T2(x) normalised in such a way that the

coefficient of xn in Tn is unity.
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