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1.  Use contour integration to evaluate the integral

& Ccos T
I = —dx.
/_oo (2 —4a2)

2.  Use the Laplace transform
u(x,s) = / u(x,t)e”*dt,
0

to show that the solution of the equation

0?u  O%u + sin(ot)
— = — +sin
o2~ 0 7
subject to the initial conditions
ou
0)=0, —(z,0)=0
u(w,0) =0, (2,00 =0,

can be written in the form
u(z,s) = Fi(s) + Asinh(sz) + Bsinh(s(L — z)) .
Determine F(s), A and B such that the boundary conditions
u(0,t) =0 = u(L,t)

are satisfied.

|dentify the poles of the function u(z, s) and indicate how one might invert this transform.
Evaluate only those residues at poles s = +i0, and hence calculate this part of the solution

in the form
u(z,t) = sin(ot) G(z).

Determine G(z) and verify that this part of the solution satisfies the above differential
equation. Why is this not a complete solution?
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3. (i) The Fourier transform F(w) of a function f(z) is defined as

Flo)= [ e,

o9}

and the inverse as

f(x) ! /oO e " F(w)dw.

— % .
Prove that if

h@%=/mf@w@—ywy

then
H(w) = F(w)G(w),

all transforms being assumed to exist and H(w), G(w) being the Fourier transforms of
of h(x) and g(x) respectively.

(i)  Use a Fourier transform over x to solve the Laplace equation

0’u  0%u _

R T

in the region y > 0 with the boundary condition

u(z,y) = f(z) wheny=0.

Assuming that f(x) — 0 as © — Zoo, determine the Fourier transform U(w,y) of
u(z,y); F(w) being the Fourier transform of the boundary condition f(z).

(i) If G(w) = e~*lv, determine its inverse Fourier transform g(z,%). Use the inverse of the
convolution theorem (i), or otherwise, to show that

R N N (O
=5 | e

is the solution of problem (ii).
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. N s :
By using the substitution ¢ = —, reduce the integral

vV
I= /OO exp(—xt — %) (1+¢)dt

to the form

1= / " exp{—vz6(s)) f(s)ds

and determine an expansion for I for x > 1 of the form

e 2V B 1
=5 (4+ = +0(=
2 ( +\/5+O<x)>

and find the constants A and B.

State (without proof) a set of sufficient conditions for Watson's lemma to hold; that is

B
e _al'(p+1) amI'(p + M +1)
/o e at f(x)dx Vi +...+ VS
as A — 0o, where B is a positive constant. Also determine the coefficients ag, a, ..., ap.

Use Watson's lemma to show that

% ™ % 1 3 5
70 cos(28)df ~ e (5 (‘2“ Ut T )
€ COS (& xz T Xz
/0 2 8 128

as £ — 00, and determine a and b.

[You may assume that
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