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1. (a) Use Givens rotations to compute the least squares solution of the overde-
termined linear system Ax = b, where

A =




3 2
0 1
4 1



 , x =

[
x1
x2

]

and b =




−2
1
4



 .

Calculate the error ‖Ax− b‖.

Check your solution by solving the corresponding normal equations.

(b) Let u ∈ Rn with ‖u‖ = 1. Define

P = I − 2uuT ∈ Rn×n .

Prove that P is a symmetric orthogonal matrix such that

(i) P u = −u ,

and (ii) P v = v ∀ v ∈ Rn with vTu = 0 .

Find
n∑

i=1

Pii .
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2. State the properties that a real-valued function 〈∙, ∙〉 on Rn ×Rn must satisfy
for it to be an inner product.

Let ‖∙‖ = [ 〈∙, ∙〉 ]1/2 be the associated norm on Rn. Prove the Cauchy-Schwartz
inequality

|〈a, b〉| ≤ ‖a‖ ‖b‖ ∀ a, b ∈ Rn,

with equality if and only if a and b are linearly dependent.

Let A = MTM , where M ∈ Rn×n has linearly independent columns. Show
that

(i) A is symmetric positive definite,

(ii) Ajj > 0 j = 1→ n,

(iii) |Ajk| < (Ajj Akk )
1
2 j 6= k, j, k = 1→ n.

Define the Cholesky factorization of a symmetric positive definite matrix.

Assuming that




4 2 6
2 10 0
6 0 35





is positive definite, compute its Cholesky factorization.

M2N1: Page 3 of 6



3. Let x0 < x1 < ∙ ∙ ∙ < xn−1 < xn and f ∈ C[x0, xn]. Write down the New-
ton form of the polynomial pn(x) of degree ≤ n, which interpolates the data
{xi, f(xi)}ni=0.

Establish the recurrence relation for divided differences

f [x0, x1, ∙ ∙ ∙ , xj] =
f [x1, ∙ ∙ ∙ , xj]− f [x0, ∙ ∙ ∙ , xj−1]

xj − x0
j = 1→ n,

where f [xj] = f(xj).

Show that for any x 6= xj, j = 0→ n,

f(x) = pn(x) + f [x0, x1, ∙ ∙ ∙ , xn, x]
n∏

j=0

(x− xj) .

If f ∈ Cn(R), show that

f [x0, x1, ∙ ∙ ∙ , xj] =
f (j)(ξj)

j!
, j = 1→ n,

where ξj ∈ (x0, xj).

For the case f(x) = e−x, show that

(−1)j f [x0, x1, ∙ ∙ ∙ , xj] ≥ 0, j = 0→ n,

and
0 ≤ pn(x) ≤ f(x) ∀ x < x0 .
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4. Let f ∈ C[a, b]. Show that if a p?n ∈ Pn, polynomials of degree ≤ n, satisfies

f(xj)− p
?
n(xj) = (−1)

j σ E

at (n+ 2) distinct points a ≤ x0 < x1 < ∙ ∙ ∙ xn < xn+1 ≤ b, where

E = ‖f − p?n‖∞ = max
a≤x≤b

|f(x)− p?n(x)|

and σ = 1 or −1, then

‖f − p?n‖∞ ≤ ‖f − pn‖∞ ∀ pn ∈ Pn .

The Chebyshev polynomial of degree n, n ≥ 0, is defined by

Tn(x) = cos(n(cos
−1 x)) ∀ x ∈ [−1, 1].

For n ≥ 1, derive the recurrence relation

Tn+1(x) + Tn−1(x) = 2 xTn(x) .

For n ≥ 1, prove that the coefficient of xn in Tn(x) is 2n−1.

Let [a, b] ≡ [−1, 1]. Show that the best approximation to xn+1 by Pn in ‖ ∙ ‖∞
is p?n(x) = x

n+1 − 2−n Tn+1(x).

Hence calculate explicitly the best approximation to x3 by P2 and the corre-
sponding ‖ ∙ ‖∞ error.
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5. For all f, g ∈ C[a, b] let

〈f, g〉 =
∫ b

a

w(x) f(x) g(x) dx ,

where w is a positive weight function. Let φ0(x) = 1, φ1(x) = x− a0 and

φn+1(x) = (x− an)φn(x)− bn φn−1(x), n ≥ 1;

where

an =
〈xφn, φn〉
〈φn, φn〉

, n ≥ 0, and bn =
〈φn, φn〉
〈φn−1, φn−1〉

, n ≥ 1 .

Prove that {φn(x)}n≥0 is a set of orthogonal monic polynomials, φn ∈ Pn, with
respect to 〈∙, ∙〉.

Assuming that φn+1(x) has n+1 distinct zeros {xi}ni=0, show that on choosing

ωi =

∫ b

a

w(x)
n∏

j=0, j 6=i

(x− xj)
(xi − xj)

dx, i = 0→ n,

then the quadrature formula

n∑

i=0

ωi f(xi) approximating

∫ b

a

w(x) f(x) dx

is exact for any f ∈ P2n+1.

For the case [a, b] ≡ [0, 1] and w(x) = x−
1
2 construct a one point quadrature

formula, which is exact for any f ∈ P1.
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