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1. Use Given’s rotations to compute the least squares solution of the overdeter-
mined linear system Ax = b, where

1 -8 4
A=1|2 -1, x:{‘“} and b=| 35
2 14 T2 ~1

Calculate the error ||Ax — bl].

Check your solution by solving the corresponding normal equations.

2. Let A € R™"™ be a symmetric positive definite matrix.

Show that
(u,v)y=u’Av  Vu veR"

is an inner product on R".

Assuming the Gram-Schmidt algorithm, show that A has a Cholesky factor-
ization; that is, there exists a lower triangular matrix L € R™*" with strictly
positive diagonal elements such that A = L L7,

Assuming that

4 —-10 2
—-10 34 -—-17
2 17 18

is positive definite, compute its Cholesky factorization.

Use this factorization, to solve the linear system

4 —10 2 T, ~10
~10 34 -17 zo | = 7
2 —17 18 T3 22
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3. State the properties that a real-valued function (-, -) on C[a,b] x C|a, b] must
satisfy for it to be an inner product.

Prove the Cauchy-Schwartz inequality

[l <N FHlgll Y f, g € Cla, ],

where || - || = [ (-, -)]!/? is the associated norm on Cla, b].

For 7 > 0 let
¢5(x) = ¥;(x) /195l
where 9y(z) =1 and for j > 1
j—1
by(z) =27 — Z@?j, ¢i) ().

=0

Prove, using induction, that {¢;(x)},;>0 is a set of orthonormal polynomials
with respect to (-, -).

Given f € Cla,b], prove that

n

pa(x) = (f, ¢3) 6;(x)

J=0

is the best approximation from P,, polynomials of degree < n, to f with
respect to || - ||; i.e.

In the case [a,b] = [0,1] and

(f. g) = / f@)g@)de V1, g€, 1)

find the best approximation from P; to z* with respect to || - ||.
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4. Write down the Lagrange and Newton forms of the polynomial p, (x) of degree
< n, which interpolates the data {z;, f(z;)}",, where the points z; € [—1,1]
are distinct. Discuss briefly the advantage of the Newton form.

Establish that the interpolating polynomial is unique and that if f € C"*[—1,1]
then for all € [—1, 1] there exists a £ € [—1, 1], dependent on x, such that

(n+1) n
@) =)+ Gy T =)

(2

Let {z;}1, be the (n + 1) zeroes of the Chebyshev polynomial
Trii(x) =cos((n+1) cos™t ) =2"a" ... .

Show that

2—’)’1
_ < (n+1)
“max |f(z) = pa(2)] < CFL _max |f0(2)].

Approximation to €2? on [—1,1] is required to an absolute accuracy of 1072
With the above choice of interpolation points, what is minimum degree of
pn(z) which is guaranteed to achieve this accuracy ?

[ Note that e* < 7.4]
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5. Let f € Cla,b]. Show that if a p: € IP,,, polynomials of degree < n, satisfies
flag) = pp(z;) = (1) o E
at (n + 2) distinct points a < zg < x1 < - Xy < Tpyy < b, where

E = |f = pillec = max |f(z) - pj,(x)|

a<z<b

and ¢ =1 or —1, then

If—pille I —Pulle Vpn €Py.

Let g, € P, be such that
Fy) = anlyy) = (1) ¢,
where &; has the same sign at each of the (n + 2) distinct points
a<yo<y1<: Yo <Ynt1 <.
By considering the sign of g, — p}; at {y; ;‘;“01 show that

) <K
j:O,IE'l'n,n—l-l &l < E

By considering ¢;(z) = z + 0.1, deduce that the best approximation p} to
f(z) = z2 on [0, 1] satisfies

If = pillec 2 0.1.
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