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TIME SERIES AND MONTE CARLO INFERENCE

Attempt FOUR questions. There are six questions in total.
Marks for each question are indicated on the paper in square brackets.

Each question is worth a total of 20 marks.

Note: The following properties of the Inverse Gamma and Beta distributions may
be used without proof:

If X ∼ Γ−1(a, b) then

fX(x) =
ba

Γ(a)
x−(a+1) exp(−b/x), x > 0

and E(X) = b
a+1 , with Var(X) = b2/(a− 1)2(a− 2).

If X ∼ β(a, b) then

fX(x) =
Γ(a + b)
Γ(a)Γ(b)

xa−1(1− x)b−1, 0 < x < 1 ,

and E(X) = a
a+b , Var(X) = ab

(a+b)2(a+b+1) , and mode (X) = a−1
a+b−2 .
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1 Time Series

Suppose X1, . . . , XT are observations of a weakly stationary autoregressive process
of order p. Write down a recursive method for obtaining forecasts X̂T,k, k > 1, of XT+k

for T > p, and write down X̂T,1 and X̂T,2. [5]

Let Zt = µ + Xt where
Xt = φXt−1 + εt, (1.1)

with |φ| < 1, where {εt} is a white noise process. Show that {Zt} is weakly stationary
and derive its autocorrelation function. [2]

Suppose Z1, . . . , ZT are observed. By considering the recursive forecasts for the
Xt’s, find forecasts ẐT,k, k > 1, for ZT+k, T > 1, in terms of φ, µ and Z1, . . . , ZT . What
happens to ẐT,k as k →∞? [7]

Now let Wt = µt + Yt where EYt = 0 and (I − B)Yt = Xt where B is the
backwards shift operator and Xt is as in equation (1.1). Show that (I − B)Wt = Zt.
By considering the forecasts ẐT,k, derive forecasts ŴT,k of WT+k in terms of µ, φ and
observations W1, . . . ,WT . What happens to (ŴT,k)/k as k →∞? [6]

2 Time Series

For a weakly stationary process {Xt}, define the autocovariance function and the
spectral distribution function. If a spectral density function f(λ) exists, express f(λ) in
terms of the autocovariances γk, k ∈ Z and express γk in terms of f(λ). [4]

(a) Find γk and f(λ) if Xt = εt+θ1εt−1+θ2εt−2, where {εt} is a white noise process
with mean 0 and variance σ2, and θ1, θ2 are constants. Find the spectral distribution
function for this process. [6]

(b) Given that a weakly stationary process has spectral density

f(λ) = π − |λ|,

find the autocovariance function. [5]

(c) Let Xt = A cos(ω0t) + B sin(ω0t), where A and B are uncorrelated random
variables A and B, each with mean 0 and variance 1, and ω0 is in (0, π). Show that {Xt}
is weakly stationary and find its spectral distribution function. [5]

Time Series and Monte Carlo Inference
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3 Monte Carlo Inference

(a) Let f(x) and g(x) be probability density functions with f(x) 6 Mg(x) for all x
and some 0 < M < ∞. Write down the algorithm for the rejection method for simulating
random variables with probability density f , using observations from g. Prove that this
method works. [6]

Show that the probability of acceptance is greatest when M = sup
x

[
f(x)
g(x)

]
. [3]

(b) Consider generating random numbers from a distribution with density

fX(x) =


1
6 (x− 1) 1 6 x 6 3
1
12 (7− x) 3 6 x 6 7

0 otherwise

given a set of pseudo-random numbers {Ui} ∈ [0, 1].

Describe how this can be done via

(i) the rejection method [5]

(ii) the method of inversion. [4]

Which method do you prefer and why? [2]

Time Series and Monte Carlo Inference [TURN OVER
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4 Monte Carlo Inference

(a) Describe the bootstrap method for estimating the standard error of an estimator
θ̂ for some parameter θ(F ), on the basis of a random sample x1, . . . xn from F . Your
description should include the form of the empirical estimator F̂ of F used in the
algorithm. [5]

Show that, given a sample of n distinct observations, the probability that any
subsequent bootstrap sample has at least one repeated value is given by

1− n!
nn

[4]

(b) Suppose we observe paired data, (X1, Y1), . . . , (X100, Y100). Construct for
r = cor(X, Y )

(i) a 95% percentile interval [3]

(ii) a 95% bootstrap−t interval. [3]

Would you use similar methods to construct a confidence interval for the mean of X?
Explain your answer. [1]

(c) Describe what is meant by a control variate for Y , an unbiased estimate of θ.
Show how the variance of Y can be minimised using control variates. [4]

Time Series and Monte Carlo Inference
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5 Monte Carlo Inference

(a) Describe the Metropolis-Hastings algorithm for obtaining a dependent sample
from some distribution π(θ), θ ∈ Rp. [2]

In the context of the Metropolis Hastings algorithm, describe what is meant by the
terms

(i) random-walk update [2]

(ii) independence sampler [2]

Discuss the relative advantages and disadvantages of these. [2]

(b) Suppose we observe data y = (y1, . . . , yn)T with corresponding known covariates
x = (x1, . . . ,xn)T each of length k. We express the model in the form

y = Xkak + ε

for design matrix

Xk =

 1 xT
1

...
...

1 xT
n


where ak = (a0, a1, . . . , ak)T

and ε = (ε1, . . . , εn)T

with ε ∼ N (0, σ2In)

where In is the n× n identity matrix.

(i) Given priors σ2 ∼ Γ−1(α, β) and ak ∼ N (µk,Σk) give the posterior
distribution π(ak, σ2|x,y) up to a constant of proportionality. [3]

(ii) Describe reversible jump updates for a change in model order from k to k+1
and from k + 1 to k (i.e., introducing/deleting a covariate xk+1). [9]

Time Series and Monte Carlo Inference [TURN OVER
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6 Monte Carlo Inference

Consider the following likelihood used in the fitting of capture-recapture models in
population ecology.

L(n,m|φ,P,R) ∝
J−1∏
j=1

(1− φj)
∑j

i=1
nij φj

A1j

×
J∏

j=2

P

∑j−1

i=1
mij

j (1− Pj)
A2j

where A1j =
j∑

i=1

 J∑
s=j+1

mis +
J∑

s=j+1

nis


and A2j =

j−1∑
i=1

 J∑
s=j+1

mis +
J∑

s=j

nis


and where φ = (φ1, . . . , φJ−1)

P = (P1, . . . , PJ)

are parameters to be estimated

m = {mij} i = 1, . . . , I , j = 2, . . . , J

and R = {Ri} i = 1, . . . , I

are data

and n = {nij : i = 1, . . . , I , j = 1, . . . , J − 1} ∪ {ni = i = 1, . . . , I}

are introduced ‘missing data’ such that

ni = Ri −
J−1∑
j=1

nij =
J∑

j=1

mij .

(a) By differentiating the log-likelihood, show that the maximum likelihood esti-
mates of φi and Pi are given by

φ̂j =

∑j
i=1

∑J
s=j+1(mis + nis)∑j

i=1(
∑J

s=j+1 mis +
∑J

s=j nis)
, j = 1, . . . , J − 1 [5]

and

P̂j =
∑j−1

i=1 mij∑j−1
i=1

∑J
s=j(mis + nis)

, j = 2, . . . , J [4]

(b) Writing ni,j = nij for clarity, use the fact that

(ni,i , ni,i+1, . . . , ni,J−1 , ni|m,φ, f)

Time Series and Monte Carlo Inference
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is multinomial with number of trials Ri −
∑J

j=i+1 mij and cell probabilities 1−φi

Ci
,

1−φi+1

Ci
φi(1−Pi+1) , . . . ,

1−φJ−1

Ci

J−2∏
j=i

φj(1−Pj+1) ,
1
Ci

J−1∏
j=i

φj(1−Pj+1)


where Ci is a normalising constant, to derive an EM algorithm to estimate φi and Pi.
Take care to explain in detail both the E and M steps. [7]

(c) Show that the maximum likelihood estimates of Pi can be derived without using
differentiation, via standard distribution results. [4]

END OF PAPER
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