
M. PHIL. IN STATISTICAL SCIENCE

Thursday 31 May 2001 1.30 to 3.30

TIME SERIES AND MONTE CARLO INFERENCE

Attempt any THREE questions. The questions carry equal weight.

You may not start to read the questions

printed on the subsequent pages until

instructed to do so by the Invigilator.
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1 Monte Carlo Inference

(a) Let

h(x) =
f(x)∫∞

−∞ f(y)dy

denote a univariate density, with

sup
x∈R

(
f(x)
g(x)

)
= M ∈ R,

for some density g, defined on R.

(i) Describe the rejection sampling algorithm for generating observations from
h using a set of observations from g.

(ii) Suppose that we already have a sample of n observations from g. Calculate
the probability that the rejection algorithm accepts an observation at any
stage and hence show that the expected size of the resulting sample from h
is given by

nM−1

∫ ∞

−∞
f(y)dy.

(b) Suppose that h is the half-Normal density, given by

h(x) =

√
2
π

e−
1
2 x2

, x > 0,

and that we are able to gain samples from a density g where

g(x) = λe−λx, λ > 0, x > 0.

Setting the f(x) = h(x), show that the value of M is given by

M =

√
2eλ2

πλ2
.

Hence suggest how the rejection sampling algorithm might be used to sample from
the standard N(0, 1) distribution.
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2 Monte Carlo Inference

(i) Define the Metropolis Hastings algorithm and the Gibbs sampler, for obtaining a
dependent sample from some distribution π(X),X ∈ Rk.

(ii) Now take the bivariate Normal distribution, where k = 2 and

π(x) =
1

2π|Σ| 12
exp
{
−1

2
(x− µ)′Σ−1(x− µ)

}
,

where

x =
(

x1

x2

)
, µ =

(
µ1

µ2

)
and Σ =

(
σ2

1 ρσ1σ2

ρσ1σ2 σ2
2

)
.

Find the form of the full conditional distributions π(x1|x2) and π(x2|x1). Hence
illustrate how the Gibbs Sampler can be used to obtain a dependent sample from
the bivariate Normal distribution.

(iii) By taking the proposal density as the bivariate Normal centred at x and with co-
variance equal to the identity matrix, calculate the Metropolis Hastings acceptance
probability. Hence, show how we might sample from the bivariate Normal via the
Metropolis Hastings algorithm.
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3 Time Series

Suppose {εt} is Gaussian white noise. For given θ1, . . . , θq, let {xt} be the stationary
process given by

xt =
5
6
xt−1 −

1
6
xt−2 + εt + θ1εt−1 + · · ·+ θqεt−q ,

and let {γk} be its autocovariance function. Show that γk − 5
6γk−1 + 1

6γk−2 = 0 for all
k > q.

Use this to show that there exists B < ∞ such that |γk| < (1/2)kB for all k.

Let j, m and N be integers, with j 6 m and N odd. Let ω = 2πj/(2m + 1) and
T = (2m + 1)N . Define

A =
1√
πT

T∑
t=1

xt cos(ωt) and B =
1√
πT

T∑
t=1

xt sin(ωt) .

Show that

EAB =
1

πT

[
γ0

T∑
t=1

cos(ωt) sin(ωt)

+
T−1∑
k=1

γk

(
T−k∑
t=1

cos(ωt) sin(ω(t + k)) +
T∑

t=k+1

cos(ωt) sin(ω(t− k))

)]
.

Deduce that

|EAB| 6 1
πT

T−1∑
k=1

2k|γk| .

Assuming that the variances of A and B also converge as N → ∞, deduce that
the joint distribution of A and B converges to that of two independent Gaussian random
variables.

What are the limits of EA2 and EB2 as N →∞?

Discuss the asymptotic unbiasedness and consistency of I(ω) = A2 + B2 as an
estimator of the value of the spectral density function at ω.

You may use the facts that

sin(ω(t + k)) + sin(ω(t− k)) = 2 sin(ωt) cos(ωk)

cos(ω(t + k)) + cos(ω(t− k)) = 2 cos(ωt) cos(ωk)

T∑
t=1

cos(ωt) sin(ωt) = 0 ,

T∑
t=1

sin2(ωt) =
T∑

t=1

cos2(ωt) = T/2.
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4 Time Series

Consider the ARMA(1,1) model xt = φxt−1 + εt + θεt−1, where {εt} is Gaussian
white noise with variance σ2. Define St = (xt−1, εt, εt−1)> and wt = (0, εt, 0)>. Find G
and F such that xt = FSt and St = GSt−1 + wt.

Assume that the distribution of St given x1, . . . , xt is multivariate normal N(Ŝt, Pt),
t > 1. Describe in general terms the main features of the Kalman filter, as it is used to
determine (Ŝt, Pt) from Ŝ0, P0 and x1, . . . , xt. You are not required to give any detailed
formulae.

How might one choose Ŝ0 and P0?

Show that the problem of determining the maximum likelihood estimators of φ, θ
and σ2, given x1, . . . , xT , is equivalent to minimizing with respect to these parameters

T∑
t=1

[
log(2π) + log Vt +

(xt − x̂t)2

Vt

]
.

where x̂t = FGŜt−1 and Vt = FGPt−1G
>F>.

Consider the case of AR(1). Assume x1 has the stationary distribution of this
process. What are V1, . . . , VT ?

Show that in this case that maximum likelihood estimator of φ is approximately

φ̂ =
T∑

t=2

xtxt−1

/
T∑

t=2

x2
t−1 .
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