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1 (a) Define what it means for a process to be a local martingale.
Let X be a local martingale. State a necessary and sufficient condition for X to be a true
martingale, and define all the terms used.

(b) State and prove Lévy’s characterization of Brownian motion in Rd, for d > 1.

Let B be a standard Brownian motion in R2 and consider Xt = log |Bt| for t > 1.

(c) Show that X is a local martingale.

(d) Show that E
(
|Xt|p

)
< ∞ for any p ∈ (0,∞) but lim

t→∞
E(Xt) = ∞, so X is not

a martingale.

2 (a) Define what is meant by the previsible σ-algebra and a previsible process.
For M ∈M2

c define the space L2(M).

(b) State the Itô isometry and define the Itô integral H · M for H ∈ L2(M) and
M ∈M2

c .
Explain how to extend the integral to locally bounded, previsible H and M ∈Mc,loc.

(c) State the theorem on existence and uniqueness of the quadratic variation.

(d) Show that [H ·M ] = H2 ·M .

(e) Let (Ω,F , (Ft)t>0, P) be a filtered probability space and Q be a measure such
that Q � P. Suppose that X is a semimartingale with respect to P and Q, i.e.

X = M + A = N + B (X0 = 0) ,

where M,N are the local martingale parts and A,B the bounded variation parts under P
and Q, respectively.
Starting with simple integrands or otherwise, show that the stochastic integral (H ·X)t is
the same under P and Q for all locally bounded previsible H.
You may use any results you wish from the lectures and example sheets, without proof.
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3 (a) State the integration by parts formula.
State Itô’s formula for a d-dimensional continuous semimartingale.
Prove Itô’s formula in one dimension for f(Xt), where f is a polynomial.
You may use any results you wish concerning stochastic integration, without proof.

Let B be a standard Brownian motion in R and let βk(t) = E(Bk
t ) for k = 0, 1, . . ..

(b) Show that βk(t) =
1
2
k(k − 1)

∫ t

0

βk−2(s) ds for all k > 2 .

Any localization argument in your proof should be carried out in detail.

(c) Show that β2k+1(t) = 0 and β2k(t) =
(2k)! tk

2kk!
for all k > 0 .

(d) Is Bk
t − bk(t) a martingale for all k > 1? Justify your answer.

4 Consider the 1-dimensional stochastic differential equation

dXt = σ(Xt) dBt + b(Xt) dt (SDE)

where B is a standard Brownian motion in R and σ : R → R, b : R → R are bounded and
Lipschitz.

(a) Define the notions of weak solution, strong solution, uniqueness in law and
pathwise uniqueness.
You do not have to write what is meant by a solution to (SDE).

Let X be a solution of (SDE) starting at X0 = x0.

(b) Show that
d

dt
E(Xt)

∣∣
t=0

= b(x0) and
d

dt
Var(Xt)

∣∣
t=0

= σ2(x0) .

Let B be a standard Brownian motion in R and consider

Xt = cos Bt and Yt = sinBt .

(c) Find the stochastic differential equation for the process (X, Y ) and write it in
its standard form, i.e. identify the functions b(x, y) and σ(x, y).

(d) Does the equation you found in (c) have a solution for each initial value (x0, y0)?
Justify your answer by quoting the relevant result. Comment also on pathwise uniqueness
and uniqueness in law.

(e) For every starting point (x0, y0), determine a strong solution of the equation
you found in (c).
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5 Let M be a continuous local martingale with quadratic variation [M ], such that

[M ]t =
∫ t

0

Qsds →∞ as t →∞,

for some continuous adapted process Q. Let A be an adapted process such that |At| 6 CQt

for all t > 0, for some constant C < ∞. Fix Y0 ∈ (−1, 1), set

Yt = Y0 + Mt +
∫ t

0

Asds

and set T = inf{t > 0 : |Yt| > 1}. Consider first the case where Qt ≡ 1. Show that there
is a constant ε > 0, depending only on C, such that P(T > 1) 6 1 − ε and deduce that
T < ∞ almost surely.

Extend this conclusion to the case of general Q.

Suppose that the stochastic differential equation

dXt =
m∑

k=1

σk(Xt)dBk
t + b(Xt)dt,

has, for each x ∈ Rd, a solution (Xx
t )t>0 starting from x. Here σ1, . . . , σm, b are bounded

measurable vector fields on Rd and B = (B1, . . . , Bm) is a Brownian motion in Rm. Show
that, for a certain differential operator L, which you should make explicit, (Xx

t )t>0 is an
L-diffusion.

Assume that there is a constant λ > 0 such that, for all x, ξ ∈ Rd,
m∑

k=1

〈ξ, σk(x)〉2 > λ|ξ|2.

Show that, for all x ∈ Rd and all ξ ∈ Rd \ {0},
sup
t>0

|〈ξ, Xx
t 〉| = ∞, a.s.

Let u, v ∈ C2
b (Rd) and let D be bounded domain in Rd, having a smooth boundary

∂D. Suppose that u = v on ∂D. Show, in the case that Lu = Lv = 0 in D, that u = v in
D.

6 Explain what is meant by a Markov jump process (Xt)t>0, adapted to a filtration
(Ft)t>0.

State and prove a form of Kurtz’ theorem on the approximation of Markov jump
processes by the solutions of differential equations. You may use any sort of martingale
inequalities you wish, without proof, provided that you make a clear statement.

Illustrate your result by the example of a population of cells, in which each cell
divides to produce two identical cells at an exponential rate 1 − (ξt/N), where ξt is the
total number of cells present at time t and N is a given large positive integer. You should
assume an initial population of size pN for some p ∈ (0, 1).

END OF PAPER

Stochastic Calculus and its Applications


	Rubric
	1
	2
	3
	4
	5
	6

