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ADVANCED PROBABILITY

Attempt FOUR questions.

There are six questions in total.

The questions carry equal weight.

You may not start to read the questions

printed on the subsequent pages until

instructed to do so by the Invigilator.
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1 Let
(
Ω,F ,P

)
be a probability space and let G be a σ-algebra, G ⊆ F .

a) Let X, Y be random variables such that Y = E
(
X | G

)
and EX2 = EY 2 < ∞. Show

that Y = X almost surely.

b) Let X be a random variable such that EX2 < ∞ and E
(
X | G

)
has the same distribution

as X. Show that X = E
(
X | G

)
almost surely.

c) Let X be a random variable such that E|X| < ∞ and E
(
X | G

)
has the same distribution

as X. Show that X = E
(
X | G

)
almost surely.

[Hint: Show that sign(X) = sign
(
E(X | G)

)
almost surely, where

sign(a) =

{ 1, a > 0,
0, a = 0,
−1, a < 0.

]

2 State and prove the almost sure martingale convergence theorem.

Let
(
Fn

)
n≥0

be a filtration in
(
Ω,F ,P

)
and let Xn, Yn > 0 be integrable and adapted to

Fn. Suppose that for any n ≥ 0

E
(
Xn+1 | Fn

)
≤ (1 + Yn)Xn

with
∑

n≥0 Yn < ∞ almost surely. Show that Xn converges almost surely to a finite limit
as n →∞.
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3 Let B be a Brownian motion starting from 0 and Ta be the hitting time of a > 0,
Ta = inf

{
t ≥ 0 : Bt = a

}
. Let ϕa(λ) be the Laplace transform of Ta,

ϕa(λ) = E exp
{
−λTa

}
, λ ≥ 0.

a) Show that for all x, y > 0

ϕx(λ) ϕy(λ) = ϕx+y(λ)

and thus ϕa(λ) = exp{−ac(λ)} for some c(λ) ≥ 0. Show also that the scaling property of
B implies that c(λ) = C

√
λ with some constant C ≥ 0.

b) Let b ≤ 0 and τ = inf{t ≥ 0 : Bt = a+bt} with a > 0. Using the exponential martingale
exp{θBt − θ2t/2} or otherwise, show that

E exp{−λτ} = exp
{
−a(b +

√
b2 + 2λ)

}
, λ > 0.

Deduce that ϕa(λ) = exp{−a
√

2λ}.

4 a) Define carefully weak convergence of probability measures and discuss its
characterization in terms of characteristic functions. State carefully, and prove, the
corresponding theorem for probability measures on the real line.

b) Let
(
Xj

)
j≥1

be a sequence of independent random variables with common distribution

P(X = +1) = P(X = −1) = 1
2 .

For each n ≥ 1, define Yn =
∑n

j=1 2−jXj .

(1) Find the distribution of Yn, show that it converges weakly as n → ∞ and
identify the corresponding limit.

(2) Show that Yn also converges almost surely and in L2.

(3) Give a probabilistic proof of the equality

sin t

t
=

∞∏
j=1

cos
t

2j
, t ∈ R,

where we put sin 0
0 = 1.

[Hint: Recall part a) of the question. ]
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5 What is meant by saying that Brownian motion in R2 is neighbourhood recurrent
but does not hit points? State carefully, and prove, the corresponding theorem.

6 a) Suppose X1
n and X2

n are supermartingales with respect to filtration
(
Fn

)
n≥0

and
N is a stopping time with the property that X1

N ≥ X2
N . Show that

Yn = X1
n 1I{N>n} + X2

n 1I{N≤n}

is a supermartingale with respect to
(
Fn

)
n≥0

.

b) Let
(
Xn

)
n≥0

be a positive supermartingale. For fixed a, b, b > a > 0, we put N0 = −1
and for j ≥ 1 let

N2j−1 = inf
{
m > N2j−2 : Xm ≤ a

}
, N2j = inf

{
m > N2j−1 : Xm ≥ b

}
.

Denote by U the number of upcrossings of [a, b]. Let Yn = 1 for 0 ≤ n < N1 and for j ≥ 1

Yn =

{(
b/a

)j−1
Xn/a, N2j−1 ≤ n < N2j ,(

b/a
)j

, N2j ≤ n < N2j+1.

(1) Show that Yn∧Nj is a supermartingale for any j ≥ 0.

(2) Deduce that the number U of upcrossings of [a, b] satisfies Dubins’ inequality:

P
(
U ≥ k

)
≤

(
a/b

)k
E min

(
X0/a, 1

)
.
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