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SCHOOL OF ENGINEERING AND DESIGN

Electronics and Computer Engineering

                                                                                                    MAY 2006


Module Title – Multimedia Signal Processing 

Module Code- EE3052B

Time allowed 3 Hours

Answer questions Answer five out of eight questions
School approved calculators are only allowed

Examiners:  Prof. Saeed Vaseghi

Special Stationery Requirements: None
1.

a) 

With the aid of a sketch illustrate the shape of the waveforms set in motion when a violin string is stroked by the bow. 



Explain how a violin amplifies and spectrally shapes musical sounds emanating from the bowed strings. 
   
 
    

Explain why it is relatively difficult for a beginner to play a violin compared to playing a guitar. 
[8 marks]


b) 

Explain the term octave change in the frequency of musical notes. If the note A0=27.5 Hz, calculate the frequency of A5. Express the frequency of AN in terms of A0.

Explain how the physical layout of the keys on a piano constitutes a ‘place to frequency’  transformation.  

Explain the distribution frequencies or musical notes of the keys of a piano and explain how this distribution appears to resemble the non-uniform frequency resolution of human hearing.

[6 marks]
c) 

State the main differences between an electric and an acoustic guitar and explain how an electric guitar works. 
[6 marks]
Q 1
(a)














The strings of a violin rest on the bridge, which in turn rests on the wooden sound box. The vibrations of the strings are transmitted to the wooden box of the violin via the bridge.  The shape of the sound is affected by the frequency response of the bridge and the wooden box.
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Illustration of the general shape of the input and output waveforms of a violin and their respective spectra (a,d), together with the frequency responses of the bridge and the violin body (b,c).
[6 marks]
A violin is difficult to play because of the stick-slip mechanism and that implies that the force applied to the bow has to be within a given range that depends on the distance of the bow from the bridge.
[2 marks]
(b)
An octave is a doubling (or halving) of frequency, hence A5= 25A0=32*27.5=880 Hz. AN=2NA0
[2 marks]
Each key on a piano corresponds to a frequency. Different keys at different places correspond to different frequency. Hence a place is identified with a frequency.
[2 marks]

The layout of keys on a piano is such that most of the 88 keys (some 70%) cover the low frequency range of up to 1 kHz. This is similar to the basilar membrane that has a higher frequency resolution at lower frequencies.
[2 marks]
(c)
The wooden box of an acoustic guitar picks up and amplifies the vibrations of the strings. In contrast an electric guitar has  several rows of electro-magnetic pickup coils placed under the strings. Hence the vibrating strings generate  changes in the magnetic field which in turn generate vibrating electric currents in the coils.  These current are filtered and  amplified by an electronic amplifier.
[6 marks]

2. 
a) 
Explain the following auditory psychoacoustic masking phenomena:
(i) frequency masking, 
(ii) simultaneous temporal masking, 
(iii) forward temporal masking and 
(iv) backward temporal masking. 
[4 marks]

b) 
Explain how, in an audio signal coder, such as an MP3, the auditory masking thresholds are used to calculate the minimum number of bits required to encode each group of frequencies transparently.

b) 

State why linear prediction models are preferred in speech coding, whereas frequency transform coders are preferred for music coding.
[4 marks]
c)
Draw the block diagram of an MP3 coder. Explain the operation and functions of the following modules in an MP3 coder:

i) The spectral analysis module; state the typical sampling rates of the inputs and outputs of this module and the frequency and time resolutions.
[6 marks]
ii) The psychoacoustic module; what are the inputs and the outputs of this module?
[2 marks]

iii) The rate-distortion module and its interaction with the Huffman coding.
[ 4marks]





Q 2

(a)

(i) A signal frequency component can mask other nearby frequencies that fall below the masking threshold of its energy. The masking threshold due to a signal frequency activity depends on the energy of the component as well as its critical band.

(ii) Simultaneous masking happens when the masker and masked coincide, (iii) forward masking happens after the masker is turned off, (iv) backward making happens before the masker is turned on
[4 marks]
(b)
The masking thresholds or the just noticeable distortion (JND) levels define the quantisation noise which is inversely proportional to 2b where b is the number of bits. Hence the number of bits can be calculated from the JNDs.
Linear prediction models are well suited to the physics of speech production modelled as  random noise from lung filtered by vocal folds and vocal tract.
The harmonic pulse noise nature of music is more suited to frequency transform coding.
[4 marks]
(c)
MP3
(i)
The Filter bank can be a uniformly or a non-uniformly spaced filter bank where the  filters’ bandwidths are matched to the critical bands of hearing i.e. high resolution at lower frequencies and lower resolutions at higher frequencies . We assume the filter bank consists of 32 equal-bandwidth poly-phase filters of length 512 taps each. The filters split a bandwidth of 24 kHz, at a sampling rate of 48 KHz, to 32 bands of width 750 Hz. The output of each filter is down sampled by a factor of 32:1. 
Modified discrete cosine transform Each sub-band output is segmented into segments of 18 samples long ( corresponding to a segment length of 18(32=576 samples of the original signal before down sampling or 12 ms duration( and [image: image1.jpg]Brunel
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transformed by a modified discrete cosine transform (MDCT). Hence the 750 Hz width of each subband is further decomposed into 18 frequency bins with a frequency resolution of 750/18=41.7 Hz. 
[6 marks]
(ii)
The (psychoacoustic) auditory perceptual model is based on critical bands of hearing and masking thresholds as described in section 12.6. A 1024-samples FFT of the music signal (with a frequency resolution Fs/N=48000/1204=46.875 Hz) is used to calculate the noise masking thresholds, the so called just noticeable distortion (JND) levels; this is the amount of quantization noise in each frequency band that would be masked and made inaudible by the signal energy at and around that band. The frequency bands for calculation of the masking thresholds are based on the critical bands of hearing. If the quantisation noise energy can be kept below the masking threshold then the compressed signal would have the same transparent perceptual audio quality as the original signal.
[2 marks]
Rate Loop (inner loop) adjusts the bit rate, and maintains it at or below the target rate, through control of the relative proportion of samples with smaller and larger values using a global gain. If the number of available bits is not enough to Huffman code a block of data within the prespecified rate then the global gain is adjusted to result in a larger quantisation step size and a hence higher proportion of smaller-valued quantised samples requiring shorter length codewords. This is repeated with different values of quantisation step size until the bit rate requirements is no more than the target bit rate for each block.

Distortion Loop (outer loop) When the quantisation distortion in a band is noticeable then the number of quantisation levels needs to be increased by adjusting the scale factors. The scale-factors are applied to each scaleband to shape the quantisation noise so that it remains below the masking threshold. Initially the scale factor for each band is set to 1. If the quantisation noise in a band exceeds the masking threshold then the scale factor for that band is adjusted (increased) to reduce the quantisation step size and keep the noise below the masking threshold. However this adjustment and control of distortion noise can result in a higher bit rate than allowed since to reduce quantisation noise in each band the number of quantisation levels is increased. So the rate adjustment loop has to be repeated each time scale-factors are adjusted. 
[4 marks]
3. 
a) 
Explain the term absolute threshold of hearing (ATH) and sketch the general shape of the curve of ATH as a function of frequency. 
[4 marks]
Assuming that the average distance between the human’s left and right ears is 15 cm calculate the maximum time delay of arrival of sounds between the left and right ears. (Assume sound propagates in air at a speed of 340 m/s.)

For what purpose is this time delay used by the brain?

[4 marks]

b) 
Describe the structure and the function of the fluid-filled tubes in the inner ear’s cochlear including the chemical compositions of the fluids. 
[4 marks]

With the aid of a sketch, draw a diagram of the basilar membrane and show how a frequency to place transformation takes place along its length. 
[4 marks]

Explain the function of the organ of corti of the inner ear. What are the functions of the hair cells and what is the function of the tectorial membrane?
[4  marks]

3.
(a) 
A
bsolute threshold of hearing.

The absolute threshold of hearing (ATH) is the minimum pressure level of a pure tone that can be detected by a person of acute hearing in noiseless conditions. The frequency dependency of the absolute threshold of hearing, shown in the Figure below, was obtained in a series of experiments on human auditory systems in the 1940s [Fletcher]. 
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Figure Variations of absolute threshold of hearing (ATH) with frequency.
[4  marks]

Assuming a velocity 0f sound of 34000 cm/s

Time of arrival=15x 1000/34000=0.441 ms
The difference in the time of arrival is used  for localisation of the direction of the source of sound
[4  marks]

(b)
There are three tubes in the cochlear. The scala vestibulli, scala media and scala tympani.
The upper compartment, called the scala vestibulli, leads from the oval window to the apex of the spiral.  Hence the mechanical vibrations of stapes on the oval window are converted to travelling pressure waves along the scala vestibulli which at the apex connects to the lower compartment, called the scala tympani, that extends from the apex of the cochlea to a membrane-covered opening in the wall of the inner ear called the round window, which acts as a pressure release window. These compartments constitute the bony labyrinth of the cochlea and they are filled with perilymph which has a low potassium K+ concentration and a high sodium Na+ concentration. 
Scala media is filled with endolymph. In contrast to perilymph, endolymph has a high potassium K+ concentration and a low sodium Na+ concentration. 
[4  marks]

(c)
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[4  marks]

(d)
[image: image22.wmf]Filterbank

32 sub

-

bands

.

.

.

Segment

Window 

MDCT

.

.

.

Huffman 

coding

.

.

.

1024

-

point

FFT

Psycho

-

acoustic

model

Bit

-

stream formation & CRC check

Coding of

side

information

External

control

Sub

bands

0

3

1

0

DCT coefficients

575

Window 

switching

PCM audio

48 kHz

768 kbps

32 to 192

kbps

Coded audio

32

×

1.5 kHz

768 kbps

Non

-

uniform 

Quantisation

Rate/Distortion

loop

.

.

.

Organ of Corti is the main receptor organ of hearing and resides within the scala media. The organ of corti contains the hearing receptors (hair cells) and is located on the upper surface of the basilar membrane and stretches from the apex to the base of the cochlea. Its receptor cells, which are called hair cells, are arranged in rows and they possess numerous hair like processes that extend into the endolymph of the cochlear duct. As sound vibrations pass through the inner ear, the hairs shear back and forth against the tectorial membrane, and the mechanical deformation of the hairs stimulates the receptor cells. Various receptor cells, however, have different sensitivities to such deformation of the hairs. Thus, a sound that produces a particular frequency of vibration will excite certain receptor cells, while a sound involving another frequency will stimulate a different set of cells. 

 The outer and inner hair cells of the organ of Corti transform vibrations into neural firing transmitted via auditory nerve to the brain. 
[4  marks]

4. 
a)  
State the meaning of the term correlation in the context of signal processing systems. 
Explain why the correlation function plays such an important role in signal processing systems and give two prominent examples of its use in communication systems.
Write an expression for the estimation of the autocorrelation function for a segment of N samples of a discrete-time signal x(m). 
[6 marks]
b) 
Write the equation for an inverse linear predictor filter of order P. 
Explain why the inverse linear predictor filter is known as a whitening filter. In what sense and how does it whiten a signal
?
Describe the major savings gained in decorrelating a signal before it is transmitted. 

[4 marks]
c) 
A second order linear prediction model is given by
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Assume the first  three auto-correlation coefficients of a signal process are as follows

r(0) = 1.0, r(1) =  0.865, r(2) = 0.521.

(i)  Obtain the coefficients a1 and a2 of the linear prediction model for the process.
(ii)  Use the model to write an expression for the frequency response of the process and sketch the spectrum of this predictor. 
(iii)  Express the coefficients in polar form and   sketch a pole-zero diagram                                                                    

[10 Marks]

(iv)  

(v)  

4 a)
Correlation is a measure of similarity of two samples of a signal a distance of k samples away.
Correlation can be used to model the structures and resonances of a system.

Two prominent examples of the use of correlation are (1) Correlation receivers, (2) linear prediction models.
Correlation is estimated as 
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[6 marks]

b)
The inverse linear predictor equation is given by
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This is also known as decorrelating or prewhitening filter because the zeros of the filter cancel the resonances of the signal. The filter can be applied in decorrelation signals for efficient communication and for decorrelating signals in phase (time of arrival) estimation.
The major savings in decorrelating a signal before transmission are bandwidth and power.

[4 marks]

(c)
(i) Forming a 2 by 2 linear matrix and 
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solving the equations yields
a1=1.645, a2= -0.9025,

 [6 Marks]
(ii)
Use the model to write an expression for the frequency response of the process and sketch the spectrum of this predictor.                     
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[2 Marks]

(iii)
       r=0.95, =30o
a1=-2rcos,  a2=r2
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[2 Marks]

5.
a) 
Explain the reasons for which the following functions are regarded as the most important functions in signal and system analysis: 
(i) sinusoidal wave, 
(ii) impulse function,
 (iii) rectangular pulse, 
(iv) white noise.
[4 marks]
b)

i) Explain the effects of the poles and zeros of a filter on the energy spectrum of the input signal.











 [2 marks]

ii) Write the equation for a 2nd order all-pole filter in the polar form. Find the value of the angular frequency of the poles for which the filter acts as a bandpass filter with a centre frequency of 4 kHz at a sampling rate of 20 kHz. Explain the effect of changing the pole radius on the bandwidth of the filter.
[4 marks]
c) 
Explain a simple method of deriving a discrete-time high pass filter from a discrete-time low pass filter.

Using the window design technique, and the inverse Fourier transform, design a finite impulse response (FIR) low pass filter. Derive a high pass filter from this low pass filter.
Explain how this filter can be used in a tree-like structure to progressively divide an audio signal with bandwidth 24 kHz, sampled at a rate of 48 kHz, into four equal -width bands. 
 [10 marks]

5
(a)
(i) sinusoids are the basis functions for Fourier transform and frequency response.
(ii) Impulse has equal power at all frequencies. Filters and systems can be described in terms of impulse response.  All signals can be expressed as sum of shifted impulses.
(iii) Rectangular pulse is omni present whenever we analyse a segment of  signal. It is also used in calculation  of the bandwidth of a binary stream represented by a sequence of rectangular pulses. 
(iv) White noise has all frequencies and is used as a test signal and for modelling noise.
[4 marks]

(b) 
(i) The effect of a (pair of) pole is to introduce a peak in the signal spectrum whereas a (pair of) zero introduces a trough in the signal spectrum.

[42 marks]

(ii)
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A frequency of 4 kHz at a sampling rate of  20 kHz corresponds to an angular frequency of
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The choice of the radius affects the bandwidth of the filter, the closer the pole to the unit circle the narrower the filter bandwidth.
[4 marks]

(c) A high pass filter can be derived from a low pass filter by changing the sign of the odd-indexed coefficients.
The frequency response of the filter is given by                                                                
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The impulse response of this filter is obtained via the inverse Fourier integral as
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To obtain an FIR filter of order M we multiply hd(m) by a rectangular window sequence of length M+1 samples centered at m=0. To introduce causality (h(m)=0 for m < 0)  shift h(m) by M/2 samples 
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[6 marks]

A high pass filter can be derived from the low passfilter as explained. The lowpass and highpass filters can be used in a tree-structure together with 2:1 down samplers to divide the signal into 4 bands.
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[4 marks]

6. 
a)

Explain the relationship between random signals, probability models and information theory.

 [2 marks]
For a binary random process, with two states denoted as s1 and s2 , assume p(s1)=p1 and p(s2)=p2=1-p1. Sketch the entropy of this process as a function of the variable p1.
[4 marks]
For what distribution of the probability of M symbols does the entropy function attain:

(i) a maximum value and 
(ii) 
(iii) a minimum value?
What are the maximum and minimum bounds on the entropy of M symbols?
  [2 marks]
b) 
Explain how the non-uniform probability distribution of the source symbols in a communication system can be used to efficiently encode the source. 
[2 marks]
An information source has six symbols with probabilities of 
p(x1)=0.3,  p(x2)=0.25,  p(x3)=0.2,  p(x4)=0.15, p(x5)=0.05 , p(x6)=0.05.
Obtain the entropy of this source.

        [2 marks]
(c)
Using a binary tree method, design a Huffman code tree for variable length encoding of the information source in (b) and sketch the binary tree assigning a code to each symbol.



Calculate the average length of your code.



        [8 marks]

6)
Random signals can only be expressed in terms of their statistics and/or a probability function. The information conveyed by a random process is modelled by a function of probability.


[2 marks]
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Illustration of I(xi) vs P(xi), for a binary source, the maximum information content is one bit, when the two states have equal probability of 0.5. P(x1)=P1 and P(x2)=P2.

[4 marks]
The entropy attains a maximum value of log2M when all symbols have equal probability. Its minimum value is zero attained when all symbols but one have a probability of zero.
[2 marks]
(b)
The non-uniform probability distribution of a source can be used to assign longer length codes to the less frequently occurring symbols and shorter length codes to frequent ones thereby attaining a shorter average length codeword.
Entropy = 
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[2 marks]
(c) 
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[6 marks]

Average code length =  
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[2 marks]

7.  
Explain how  the vibrations of the glottal vocal folds and the vocal tract shape the frequency spectrum of the air stream exhaled from the lungs during speech production. 
[4 marks]
What sets of information are conveyed by (i) the vibrations of the glottal vocal folds and (ii) the vocal tract formants?
a) 

b) 

 
[4 marks]
c)
Describe how, in a GSM mobile phone, a linear prediction model of speech production is used for speech compression in a mobile phone’s code excited linear prediction (CELP) coders.

[2 marks]
Answer the following questions:
(i) What are the main sources of correlation in speech and how are these utilised in a CELP coder?
[2 marks]
(ii) What are the bandwidth, the sampling rate, the input and output bit rates of a mobile phone CELP coder and the savings in bandwidth and power that result from speech coding?
[2 marks]

(iii) Assuming a 10th order linear prediction model, state the number of correlation coefficients needed for solving the linear prediction equation. How many times per second is this calculation performed?
[2 marks]

(iv) Explain the method used for estimating the excitation of the CELP coder.


[4 marks]

ii) 

7)
a)
As the air stream is pushed through the glottis and vocal tract it is shaped by the vibrations of the glottal fold and the resonance of the vocal tract. The vibrations of glottal folds introduce the excitation structure of speech which is a mixture of harmonic and noise. They determine the voiced/unvoiced nature of speech and introduce pitch periodicity and intonation information. 
[4 marks]
b)
The vibrations of vocal folds create pitch trajectory and signal such variables as emotion, accent, speaker voice quality and pragamtic signals of speech (signals that determine segment boundaries and the such ambiguities as question/declaration nature of a sentenc.)
The vibrations of the vocal tract introduce the resonance or formants of speech and create the envelope of a speech spectrum and carry phonemic labels and speaker identity..

[4 marks]

(c) 
Speech sampled at a rate of 8000 samples per second and with each sample represented by 13 bit PCM format, is segmented into segments of 20 ms long, 160 samples, and each segment is modelled by the following sets of parameters (i) pitch, (ii) noisy excitation, (iii) excitation mixture parameters, (iv) pitch filter, (v) vocal tract linear prediction filter. 
[2 marks]

(i) The main sources of correlation in speech used in a coder are  the pitch periodicity and vibrations of the vocal tract resonances and the movement of the toung and jaw and lips.




[2 marks]

(iv) Bandwidth 200-3500 Hz, sampling rate 8000 Hz, input bits per sample 13, output bit per sample 1.625 bits per sample  or equivalently 13 kbps before channel coding and 22.8 kbps after channel coding. The saving ratio is  about 5.
[2 marks]

 (iii) The number of correlation cofficients needed is the predictor order plus one i.e. 11 in this case. These are calculated 100 times at the transmitter but additionally interpolated an extra 100 times at the recover.
[2 marks]

(iv)

The speech excitation is composed of two parts (a) the periodic part and (b) the random noise-like part.  
The periodic part is  modelled by a pitch filter. For this part a pitch value and pitch filter coefficient are calculated, quantised and transmitted.
The noise like part of the excitation models the noise in excitation. It can also compensate for errors in estimation of the periodic segment. This is due to the fact that the noise-like signal is obtained from a search of the best noise vector that povoides minimum synthesis error.
[4 marks]

8.  
a) 
With the aid of a block diagram sketch and explain the relationship between Fourier series, the Fourier transform of continuous-time signals, the Fourier transform of discrete-time signals and the discrete Fourier transform (DFT).
[8 marks]

b) 
Explain the advantage and disadvantage of the use of windowing in DFT analysis. Name two popular windows.
[2 marks]



c) 
The input-output relationship of a discrete Fourier transform (DFT) is given by
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i) Assuming a sampling rate of Fs=20 kHz, and a DFT length of N=512, what is the frequency resolution and time resolution?
Describe a method for improving the ‘apparent’ resolution of a DFT of N samples of a signal by a factor of four.
[4 marks]

ii) Using the DFT equation, given above, derive the DFT transform Xz(k) of  a zero-inserted signal in terms of the DFT of the original signal X(k). Assume zero-insertion by a factor of L (i.e. L-1 zeros inserted between every two samples). Briefly explain what happens to the frequency domain spectrum of the signal after it is zero-inserted.
[6 marks]
8

a)
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Illustration of the ‘conceptual evolution’ from Fourier series of a periodic signal to DFT of a sampled signal. The circle inside shows the in-phase and quadrature components of the basis function of Fourier transform.

[8 marks]
(b) Advantage: windowing prevents leakage and reduces the amplitude of spectral side lobes introduced as a result of end-effect discontinuity. 
Disadvantage: An increase in the width of the mainlobe.

Popular windows are Hann and Hamming.
[2 marks]
(c)

(i) Time resolution=512/20000=25.6 ms

Frequency resolution =1/Time esolution=36 Hz
The apparent resolution can be improved by padding the DFT with 3N zeros.
[4marks]
(ii)
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The spectrum of zero-inserted signal repeats itself L times, i.e. expanding time leads to compression of frequency spectrum.
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Figure 12.32 Illustration of MPEG1 layer-3 system.
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Figure 12.23 Organ of Corti transforms vibrational waves in the fluids of cochlear to neural firings of hair cells.
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