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	The rate distortion loop is based on the use of JNDs, global gain and a set of scale factors. 

In the distortion loop the estimates of the JNDs in the critical bands of hearing are used to obtain the number of bits, and hence the quantisation step size, required to keep the distortion in each band inaudible.

The qunatisation levels are then Huffman coded, each quantisation level is assigned a variable length code depending on their probability which are pre-computed.

In the rate loop the algorithm checks to see if the rate is within the specified target rate, if it exceeds the target rate, then the global gain is used toincrease the quantisation setpsize and hence the proportion of the samples that would be given a shorter code length through Huffman code.

The distortion loops then checks the distortion levels in individual critical bands against a set of JND levels and a set of scale factors are used to ensure that the quantisation step size and hence the distortions within each critical band are inadudible and the iteration continues. 
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	QUESTION NO: 2
a)

The outer ear consists of pinna, ear canal, and the outer layer of the eardrum. 
The Pinna and the ear cannel are shaped to facilitate efficient transmission of sound pressure waves to the eardrum. The total length of the ear canal in adults is approximately two and a half centimetre, which for a closed-end tube gives a resonance frequency of approximately f=c/4L or 3400 Hz, where c is the speed of propagation of sound (assumed 340 m/s) and L is the length of the ear cannel. 

Tympanic Membrane (eardrum) - At tympanic membrane, the energy of sound vibrations are transformed into mechanical energy of eardrum movement. The tympanic membrane, or eardrum, is approximately 1 cm in diameter and has three layers, with the outer layer continuous with the skin of the outer ear canal. The central portion of the tympanic membrane provides the active vibrating area in response to sound.
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 Resonance frequency is v/4L=3400 Hz

b) 

The middle ear serves as a sound booster and an impedance-matching transformer, matching the impedance of air in the ear canal to the impedance of the perilymph of the inner ear. The middle ear is composed of a structure of three bones, known as ossicles, which are the smallest bones in the body. The ossicles transmit the vibrations of the sound pressure waves from the eardrum to the oval window. Due to a narrowing of the contact area of transmission bone structure from the eardrum to the oval window, amplification of pressure is achieved at the oval window. The three bones of the middle ear are known as malleus, incus and stapes.

About 20 dB amplification is achieved in the middle ear.

c)
Scala Vestibuli is one of the three partitions within the cochler a which attaches via the cochlear aqueduct to the subarachnoid space. Scala Vestibuli is filled with perilymph which has a low potassium K+ concentration and a high sodium Na+ concentration.

Scala Media is the middle partition of cholear, it is filled with endolymph. In contrast to perilymph, endolymph has a high K+ concentration and a low Na+ concentration.

Scala Tympani The third partition, the scala tympani also contains perilymph. The scala vestibuli and the scala tympani are continuous with each other at the most apical end of the cochlear partition called the helicotrema.

Auditory Nerve transmits neural signals from the cochlear and vestibular labyrinth to our brains. 

Organ of Corti resides within the scala media, it is the sense organ of hearing. The outer and inner hair cells of the organ of Corti transform vibrations into neural firing transmitted via auditory nerve to the brain.

Tectorial Membrane is a flexible, gelatinous membrane overlying the sensory receptive inner and outer hair cells. The cilia of the outer hair cells are embedded in the tectorial membrane. When the cochlear partition changes position in response to the traveling wave, the shearing of the cilia is thought to be the stimulus that causes depolarization of the hair cells to produce an action potential. 

Hair Cells are three rows of approximately 12000 outer hair cells. Although they are much greater in number than the inner hair cells, they receive only about 5% of the innervations of the nerve fibers from the acoustic portion of the auditory nerve. These cells contain muscle-like filaments that contract upon stimulation and fine-tune the response of the basilar membrane to the movement of the traveling wave. Because of their tuned response, healthy outer hair cells will ring following stimulation.

d)

A critical bandwidth is the region of cochlear in which masking signals have a constant effect on the absolute threshold of hearing of a masked signal.  a constant effect on the 

Each critical bandwidth corresponds to 1.3 mm of the length of cochlear. 

The bandwidth of the first critical band is about 100 Hz and the last is about 6000 Hz.
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	QUESTION NO:3 





    

a)
Three applications of the linear prediction models are 

(1) Speech coders for mobile systems

(2)  Interframe video coding,

(3)  High resolution spectral estimation in radars.

b) 
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Solution of this equation is given by
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c)  the z transfer function of a linear prediction model of this signal is 
(i) 
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(ii) The time-domain difference equation describing the input-output relation of two cascade linear prediction models are given by 
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	QUESTION NO: 4.





    

a) The impulse response equation and the Fourier transform of an impulse function 
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An impulse contains all frequencies in equal amounts. Furthermore all signals can be considered as sum of a number (or an infinite number) of appropriately positioned impulses. Hence impulse response and the principle of superposition can be used to obtain the response of a linear time-invariant system to any signal  

The equation expressing the output of a filter as a function of its input and its    impulse response is
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b)

(i) Resonance is oscillatory exchange of energy from one form into another (electric filed to magnetic field). At resonance frequency energy oscillates into different forms and persists for some time depending on the damping factor.  A resonance is modelled by a pair of complex poles and can be considered as a bandpass filter. An anti-resonance  is a band stop filter and cancels (dampens) the effect of resonance. Anti-resonance can be modelled by a zeros.
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For a digital oscillaor the damping is zero r =1. and =2/8= /4

c) 

(i)

The filter back is composed of a low pass filter and a high pass filter.

The normalised cutoff frequency is fc=12/48=0.25

The low pass filter impulse response can be obtained from inverse Fourier transform of as a sinc function as
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The high pass filter is obtained from the low pass filter by changing the sign of the odd-indexed coefficients. 


(ii) The transition region bandwidth decreases with the filter length M
(iii)The new sampling rate required in each band is half that of the original at 24 kHz.
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	QUESTION NO: 5






    

a)

Information is the state of  a random variable and an information model is the set of states with the probability of each state. 

Information is discrete in nature and can be represented by a set of binary yes/no questions (0/1 states) and this can be modelled by a binary tree structure.

For a set of M symbols [x1 …xM] with probabilities [p(x1) … p(xM)] information is quantified by entropy which is defined as
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b) An information source has five symbols with probabilities of 

p(x1)=0.4,  p(x2)=0.2,  p(x3)=0.2,  p(x4)=0.1, p(x5)=0.1,

H(X)=2.122 bits/symbol
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A binary Huffman coding binary tree. From the top node at each stage the set of symbols are divided into two sets with as near set probability (max entropy) as possible. Each end-node with a single symbol represents a leaf and is assigned a binary code which is read from the top node to the leaf node.
A set of communication symbols has maximum entropy when the probabilities of all the symbols are equal. The maximum entropy  of a set of M symbols is log2M bits/symbol.
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	QUESTION NO:6


a)




    

[image: image20.png]Middle Ear:
Overview




  
A typical speech recognition system is shown in the Figure above. It consists of three main sections: 

(i) A front-end section for extraction of a set of useful discriminative speech features from the time-domain speech samples. 

(ii) A middle section that consists of acoustic speech models, a language model, a speech network and speaker adaptation. 

(iii) A speech decoder that outputs the most likely word sequence, given the speech feature vectors and a lattice network of acoustic word models.

The main source of error are accent, speaker variability and noise.

b).

 Text to speech synthesis can be achieved with near zero error (i.e. perfect intelligibility) despite synthetic quality. Hence it is better to shift the load of a dialogue system onto the speech synthesis system by designing the system and asking more questions which have limited answers. This strategy can ultimately result in Yes/No systems.

c) 

(i) The feature extraction is based on the use of critical subbands which are inspired by our understanding of human auditory system, 26 filter banks in bark scales are used

(ii)

The benefits from taking logarithm of the spectrum is that it compresses the dynamic range and give more prominence to high frequency low energy values.

(iii)

The advantage of DCT of log spectrum is that it compresses features the coefficients intoa few lower index coefficients.

d) Style of speaking and accent add to diversity and increase entropy, grammer constraints diversity and decreases entropy 
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	QUESTION NO:7





    

a)

The bit rate and the bandwidth required to transmit PCM Speech sampled at 8 KHz and with each sample quantised to 8 bits is 64 kbps. The bandwidth is 2rb=128 kbps.

b)

Speech can be modelled by a source filter model 

Excitation from lung -> Glottal valve action -> Vocal tract resonance -> Lip radiations

c)

The short term correlation due to vocal tract is modelled b y a linear prediction model of order P=10
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The long term correlation is modelled using the periodicity (reciprocal of pitch) as
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d)    For a GSM CELP coder 

i)

The overall input bit rate  is 13x8000=104000 kbps and the output bit rate is 8 kbps,

hence the saving in bandwidth and power is 104000/8000=13.

ii) The number of linear prediction model coefficients calculated per second is

 2 vectors x 10 coefficients x (50 times a sceond)= 1000

The number of linear prediction model and pitch coefficients calculated per second.

2 x 1 coefficient x (50 times a sceond)= 100

iii)

The method used for estimation of a mixture of periodic and non periodic inputs

The periodic component is obtained from the calculation of pitch and the nonperiodic component is obtained from vector quantisation of vectors of duration 1 ms that is an update rate of 1000 times a second. 
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	QUESTION NO: 8





    

a)

The power of Fourier transform is in its simple and computationally viable solution. Furthermore Fourier transform is effectively vibrational analysis and as such lends itself to easy and accessible interpretation. Furthermore the basis functions are infinitely differentiable and orthogonal and these are valued properties in system and signal analysis.

Three main applications are front end for audio processing,  Filter design, and radars. 

Rectangular pulse of duration T = 1 microsecond 

The Fourier transform of a rectangular pulse of duration T seconds is obtained as
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Fig. below shows the spectrum of the rectangular pulse. Note that most of the pulse energy is concentrated in the main lobe within a bandwidth of 2/Pulse_Duration i.e. BW=2/T. 

Hence bandwidth is 2/10-6= 2MHz

b)

i)
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          k = 0, . . ., N(1

For a periodic and discrete-time signal DFT is the same as Fourier series. In DFT it is assumed te signal repeats itself every N samples.

ii)

The magnitude of X(k) gives the strength of vibration at discrete frequency k. The phase gives the time delay of each vibration component.

iii)

The relation between discrete frequency index and the actual center frequency of the bin is given by

k => kFs/N =kx10000/256=39xk
iv) The length N of the input signal of DFT to yield a frequency resolution of 40 Hz at a sampling rate of 8000 is obtained from

f=40=Fs/N=8000/N  ->    N=200 samples

Time resolution = 1/ Frequency Resolution = 25 ms.
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The outline of a speech recognition system.
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Figure The middle contained three small bones that transmit eardrum vibrations to the oval window.
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				(a)												    (b)


 A rectangular pulse and its spectrum.








Page 2

_1171909924.unknown

_1171989850.unknown

_1172244164.unknown

_1172244735.unknown

_1172245017.unknown

_1172244375.unknown

_1171990118.unknown

_1171994387

_1171965668.unknown

_1171968317.unknown

_1171910008.unknown

_1171901826.unknown

_1171902352.unknown

_1152457388.unknown

_1171901458.unknown

_1142865602.unknown

