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1.
a) Obtain the signal compression ratio required for storing 12 hours of a Hi Fi stereo music signal on a CD with a capacity of 650 megabytes. Assume that the left and right channels are each sampled at a rate of 44100 Hz and each sample is quantised with 16 bits. 

[2 marks]

b) State three main sources of signal correlations, in segment-based music processing systems, which can be used to achieve music compression.

[3 marks]

Describe the spectral analysis method at the front end of an MP3 music coder and state:

i) The total number of spectral components at the output of the spectral analysis system. 

ii) The time-frequency resolutions of the output of the spectral analysis.

[6 marks]

(c) Explain the concept of the just noticeable distortion (JND) level in music coding.

[2 marks]

     Explain the operation of the rate distortion loop in MP3 music coder and how it is used in conjunction with the Huffman coding and JND levels to achieve the best quality at a specified target rate.

 [7 marks]

2.

a) State the functions of the pinna and the external ear canal in the hearing process. 


Calculate the resonant frequency of the ear canal assuming that it has a length of 2.5 cm.

 [4 marks]

b) Explain the sources of impedance mismatch between the outer and the inner parts of ear. With the aid of a sketch explain the structure and the function of the middle ear in acting as an impedance bridge for transmission of the energy of sound vibrations. Explain how the force due to the sound pressure is amplified by the middle ear and what is the amplification level in dB?

[4 marks]

c) Explain the structure and the functions of the cochlear in converting sound vibrations to neural signals. 

[6 marks]

d) Explain what is a critical band of hearing. What length of the cochlear corresponds to each critical band? What are the approximate bandwidths of the first and the last critical bands? 

[6 marks]

3. 

a) State three applications of linear prediction models in communication signal processing systems. 


[3 marks]

b) Write the time-difference equation for a second order linear prediction model of a signal and derive the equations for the solution of the minimum mean squared error predictor coefficients.


[7 marks]

c) A signal can be characterised with a fourth order linear prediction model with 2 resonances modelled with 4 poles at
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i) Write the z transfer function of a linear prediction model of this signal in terms of the product of the terms containing the individual poles and then arrange the z-transfer function in terms of the cascade of two second order all-pole models.




 [6 marks]

ii) Write the time-domain difference equations describing the input-output relation of each second order linear prediction model in part (i). 

[4 marks]

4.

a) Write a mathematical description of an impulse function and derive its Fourier transform and hence sketch its frequency spectrum.

[3 marks]

Explain why impulse response is used as a complete description of a linear time invariant filter. 

Write an equation expressing the output of a filter as a function of its input and its    impulse response.
[3 marks]

b)

i) Explain the terms resonance and anti-resonance and their relationship to the poles and zeros of a filter and their effect on the frequency response of the filter.











 [3 marks]

ii) Write the equation of a 2nd order all-pole filter in the polar form and find the values of the filter coefficients for which the filter acts as a sine wave generator (oscillator) with a frequency of 1 kHz at a sampling rate of 8 kHz.

[3 marks]
c) Using the window design technique design a finite impulse response filter bank to divide a signal bandwidth of 24 kHz, sampled at a rate of 48 kHz, into two equal bandwidth subbands. 

i) Write the equation for the impulse response of the filter.

ii) Explain the effect of the filter order on the filter characteristics.
iii) What is the new sampling rate required in each subband?

[8 marks]

5.
a)
Define the terms information, and information model, in the context of information theory. 

[2 marks]


Explain why all information encountered in communication systems can be modelled in binary format.

[2 marks]

Write the entropy equation for quantification of the information conveyed by a random variable.

  [2 marks]

b) An information source has five symbols with probabilities of 

p(x1)=0.4,  p(x2)=0.2,  p(x3)=0.2,  p(x4)=0.1, p(x5)=0.1,


Obtain the entropy of this source.

        [4 marks]


Design a Huffman code for variable length encoding of this information source and sketch the binary tree for the Huffman code.




        [8 marks]


For what values of the probabilities of the source symbols is the entropy maximised and what is this maximum entropy value?

[2 marks]

6.

a) With the aid of a block diagram broadly explain how a speech recognition system functions and state the main sources of error in speech recognition systems.

[8 marks]

b) Explain how speech recognition and text to synthesis systems can be integrated for optimal performance (minimum error) in applications that involve limited-task dialogue systems.

[4 marks]

c) The front-end feature extraction for speech recognition often involves taking the discrete cosine transform (DCT) of the logarithm of the magnitude spectrum of speech segments.

i) State how the knowledge of human auditory response along the cochlear inspires the front-end filter bank of speech recognition systems.

ii) State the benefits of taking the logarithm of the magnitude spectrum.

iii) State the advantage of taking the DCT of the log magnitude spectrum.

[6 marks]

d) Briefly state the effect of the followings on speech entropy:

i) Style of speaking and accent. 

ii) Grammar. 

 [2 marks]

7. 
a) Obtain the bit rate and the bandwidth required to transmit PCM speech sampled at a rate of 8 KHz and with each sample quantised to 8 bits. 

[2 marks]

b) Explain the speech production mechanism from the source to the output and specify the sources of correlation and spectral shape in speech signals. 

[2 marks]

c) Write the equations that are used to model the short term and long term correlations of speech and briefly explain how the model parameters are derived.

[6 marks]

d) For a GSM CELP coder answer the following:

i) What are the overall input and output bit rates and hence the savings in bandwidth and power that results from speech coding?

[2 marks]

ii) What are the number of linear prediction model coefficients and pitch coefficients calculated per second?

[3 marks]

iii) Explain the method used for estimation of a mixture of periodic and non periodic inputs

[5 marks]

8.   

 
a) Explain why the Fourier transform has become the most applied tool in signal analysis and state three applications of the Fourier transform.

[2 marks]

Obtain the Fourier transform of a rectangular pulse of duration 1 microsecond and hence the bandwidth required to support data transmission at a rate of 1 megabit per second. 

[8 marks]

b) The input-output relationship of a discrete Fourier transform (DFT) is given by
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i) Express the DFT equation in terms of a combination of a cosine transform and a sine transform. State the relation between DFT and complex Fourier series.

[4 marks]

ii) What is the physical interpretation of the magnitude and phase of X(k)?

[2 marks]

iii) Assuming a sampling rate of Fs=10 kHz, and a DFT length of N=256, what is the actual frequency value corresponding to the discrete frequency k?

[2 marks]

iv) Obtain the length N of the input signal of the DFT to yield a frequency resolution of 40 Hz at a sampling rate of 8000 samples per second. What is the time resolution of the DFT?

[2 marks]
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