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Answer five out of eight questions

Ensure that your registration number is written clearly on the front cover. 

1. a)     Describe the three main sections of the ear that affect the 

   transformation of air pressure vibrations into neural firings.

[8 marks]

b) i) Describe the auditory masking phenomenon and with the aid of  

          a sketch explain auditory pre-masking and   post-masking 

          effects. 

[6 marks]

ii) Draw a sketch of the variation of auditory threshold of hearing with frequency. 

[3 marks]

iii) With the aid of sketch explain how the bandwidth of the 

critical bands of hearing are distributed along the length of the cochlear. 

[3 marks]

2. a)  
i) Calculate the signal to quantisation noise ratio at the 



   output of a 16-bit PCM quantiser. 

ii) Explain why 16-bit PCM quantisation is sufficient to obtain high fidelity music?

[4 marks]

       b)  
Briefly explain why a transform coder is able to achieve a 

                      higher coding efficiency compared to a PCM coder.

[2 marks]

Draw the block diagram of an MPEG-1 layer-3 (MP3) music coder and describe the following parts of the coder:

[4 marks]

i) Briefly describe how you may construct the filter banks from a low pass filter function.

[2 marks]

ii) Calculate the bandwidth of the signal at the input to DCT and the frequency resolution at the output of DCT.

[2 marks]

iii) Explain the process of adaptive bit allocation to DCT 

      coefficients and state what information is transmitted      

      to the decoder to enable the reconstruction of the signal   

      during playback.

[4 marks]

iv) Briefly explain the cause of pre-echo distortion and how it 

     is mitigated.

[2 marks]

3. 
a)     
Figure shows the configuration of a linear predictor. 







Configuration of a linear Predictor

i) Write the time-domain difference equation describing the input-output relation of a linear prediction model. Show the predictable and the unpredictable terms of the signal.

[3 marks]

ii) Taking the z-transform of the input-output equation show that the linear prediction model is an all-pole filter. 

[3 marks]

 
      b)  
The poles of a second order linear prediction model are given 



by

z1=0.95e-j/4,  z2= 0.95e+j/4
i) Write the z-transfer function of this second order system   

[2 marks]

ii) Obtain the pole resonance frequency assuming that the sampling frequency is 20 kHz.                                                                                                                                           

[2 marks]

iii) Sketch a pole-zero diagram and the frequency response of this second order linear predictor.





[2 marks]

c)     Derive the general formula for the least mean square error 

               coefficients of a linear prediction model of order P.

[8 marks]

4.
a) 
i) State the qualitative effects on the perceived quality



  of an audio sound of: (1) interpolation by a factor of I


  and (2) decimation by a factor of D. 

[2 marks]


ii) With the aid of a diagram, describe the outline of a system composed of an interpolator and a decimator for re-sampling a HiFi digital audio signal x(m) originally sampled at a rate of 44.1 kHz to a new sampling rate of 16 kHz. 

 [3 marks]
           b)    i)  Using the window design technique and the inverse Fourier transform, design a low pass digital finite impulse response (FIR) filter, operating at a sampling rate of 44.1 kHz, with a cut-off frequency of 11.025 kHz. Write the impulse response of this filter.

[5 Marks]

ii) Using the low pass filter above and a binary-tree structure design a bank of digital finite impulse response (FIR) filters, similar to that used in Sony’s ATRAC, to split a total bandwidth of 22.05 kHz into a band of 11.025 and two bands of 5.5125 kHz. 

[10 Marks]

5. a)
 i) Briefly state what is meant by stationary and non-    

                        stationary signal processes, and give an example of each 

                         type of process. 

        In what way the non-stationarity characteristics of a time-

        varying process affect the application of Fourier  

        transform and how is Fourier transform adapted to deal  

        with non-stationarity.




        [4 marks]

                   ii) Briefly explain the relation between randomness of a 

                        signal, its entropy and its information content. Explain 

                        why logarithm of probability is used to quantify 

                         information.

[4 marks]


             iii) Explain why in telecommunication systems for efficient 

                        utilisation of time, bandwidth and power, a signal needs to                                    

                        be de-correlated before transmission.

[3 marks]

b) i) Calculate the entropy of each stream of a multi-media 

           

source composed of three streams of text, voice and image.

                      Assume the source contains three streams: a stream of text 

                      Data represented by 128 symbols, a voice stream   

                      represented by a codebook of 1024 entries, a stream of image 

                      blocks quantised with a code book of 2048 entries. Assume 

                      the symbols within each stream have equal probabilities.

      [3 marks]

                   ii) Explain the effect of non-uniform probability distribution 

                        within each stream on the overall entropy. 

[2 marks]

                       State how the non-uniform probability can be utilised to 

                       obtain coding efficiency. 


[2 marks]

                       What lower bound quantity is specified by the entropy of a 

                       source?

[2 marks]

6.   
a)  i) State four sources of variability in observation of speech patterns      


         that contribute to errors in automatic speech recognition 



systems.

[2 marks]

                 ii)Write the expression for deriving cepstrum features, delta 

                     cepstrum features and delta-delta cepstrum features.

[3 marks]

b) With the aid of a sketch and the relevant equations explain 

how dynamic time warping (DTW) can be used to time-align the following two sequences   [My Speech] and [MyySppeeech]

[8 marks]


c) Answer the following questions for the design of an automatic 


    name-dialling system, based on DTW, for a mobile phone 

                 handset.

i) For front-end feature vector extraction, state the commonly used values for sampling rate, signal window length, window overlap, and feature vector size.

[3 marks]

     ii)  State the signal processing stages required for forming an 

           averaged name template from 2 training examples of a             

           name. 

[2 marks]

               iii) Write the equation for labelling a sequence of input speech 

                     feature vectors X with one of N stored name templates

                     M1, …, M N. 

[2 marks]

7. 
a)   i) Describe the advantages of compressed speech in terms of 

                      bandwidth utilisation and power efficiency.

[2 marks]


           ii) With the aid of a diagram show the outline of a GSM CELP  

                 and explain the broad principles of operation of the coder

[8 marks]


     b)   For a GSM CELP coder answer the following questions

i) State the length of speech frame used for calculation of the linear prediction model coefficients and briefly justify why such a speech frame length is used.

[2 marks]

ii) How many sets of coefficients per frame are calculated at the transmitter and how many sets of coefficients are calculated at the receiver? 

[2 marks]

iii) Explain how autocorrelation analysis can be used to obtain the period of a periodic signal such as voiced speech. Briefly explain how the speech period obtained from autocorrelation analysis is further tuned in a closed loop system.

[4 marks]

iv) State the length of the subframes and the length of tracks used in GSM CELP for vector quantisation of the random part of input excitation.

[2 marks]

8.   

a)   i) Explain the similarity between a Fourier transform and  

                      the response of a cochlear to sound vibrations. 

[2 marks]

v) Explain the relation between the discrete Fourier transform and the z-transform of a signal.                                                     




                                   [2 marks]

   The z transform of a signal is given as
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Obtain the poles of the signal and its frequency response.    

                                                                                [4 marks]

Contrast the perception of the sound of the impulse response, when played back at a normal audio sampling rate such as 44100 Hz, for a pole radius of 0.6 and a pole radius of 0.999.

[3 marks]

b) The input-output relation of a discrete Fourier transform            

      (DFT) is given by
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i) In the DFT Equation the discrete-time index m corresponds to the time instant mTs seconds, where Ts is the sampling period. 

For DFT of 512 samples of an audio signal calculate the value of the discrete-frequency index k in units of Hz. Assume a sampling rate of 16000 samples per second

[3 marks]


 ii) Obtain the DFT of the following sequences 

1) x =[3 1], and 

2) xp=[3 1 0 0]. 

Quantify the improvements in the actual frequency resolution and the apparent frequency resolution of a DFT if N signal samples are padded by N zeros.

 [6 marks]








_1041078252

_1148318488.unknown

_921772378.unknown

