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Q2. (a)  List and describe the five primitives for specifying a data mining task. 
 
Ans:    Data Mining Task Primitives 

 
    

(b) How data mining is different from knowledge discovery in databases (KDD)? 
Explain.   
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Ans:   

 
Q3(a) Use the two method below to normalize the following group of data:  
 200, 300, 400, 600, 1000 
 (a) min-max normalization by setting min = 0 and max = 1 
 (b) Z-score normalization  
 
Ans: 

  
     

(b) Explain the Three-tier data warehouse architecture. What are the three data 
warehouse models from architecture point of view.  
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Ans: 
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Q4(a) Name the different types of  problems in data, which the data-cleaning methods 

can deal. What are the different methods to deal with “missing values”?  
 
Ans (a) Data cleaning routines attempt to fill in MISSING VALUES, smooth out NOISE 
while identifying outliers, and correct INCONSISTENCIES in data. 
 
The following methods can be adopted to clean out missing values: 
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 (b) State why, for the integration of multiple heterogeneous information source, many 
companies in industry prefer the update-driven approach (which constructs and uses data 
warehouse), rather than the query-driven approach (which applies wrappers and 
integrators). Describe situation where the query-driven approach is preferable over the 
update-driven approach   
 
Ans (b) For decision-making queries and frequently asked queries, the update-driven 

approach is more preferable. This is because expensive data integration and 
aggregate computation are done before query processing time. For the data 
collected in multiple heterogeneous databases to be used in decision-making 
processes, any semantic heterogeneity problems among multiple databases must 
be analyzed and solved so that the data can be integrated and summarized. If the 
query-driven approach is employed, these queries will be translated into multiple 
(often complex) queries for each individual database. The translated queries will 
compete for resources with the activities at the local sites, thus degrading their 
performance. In addition, these queries will generate a complex answer set, which 
will require further filtering and integration. Thus, the query-driven approach is, 
in general, inefficient and expensive. The update-driven approach employed in 
data warehousing is faster and more efficient since most of the queries needed 
could be done off-line. For queries that either are used rarely, reference the most 
current data, and/or do not require aggregations, the query-driven approach is 
preferable over the update-driven approach. In this case, it may not be justifiable 
for an organization to pay the heavy expenses of building and maintaining a data 
warehouse if only a small number and/or relatively small-sized databases are 
used. This is also the case if the queriesrely on the current data because data 
warehouses do not contain the most current information 

 
Q5(a) How does data mining relate to  information processing  and OLAP. Discuss in 

detail. 
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Ans: 

          
(b) For class characterization, what are the major differences between a data cube-       

based implementation and a relational implementation such as attribute-oriented       
induction? Discuss which method is most efficient and under what conditions this is 
so.          
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Ans (b): For class characterization, the major differences between a data cube-based                 
implementation and a relational based implementation such as attribute-oriented 
induction include the following: 

•Process control: 
Under a data cube-based approach, the process is user-controlled at every 
step. This includes the selection of the relevant dimensions to be used as 
well as the application of OLAP operations such as roll-up, roll-down, 
slicing and dicing. A relational approach does not require user interaction at 
every step, however, as attribute relevance and ranking is performed 
automatically. 

•Supported data types and measures: 
The relational approach supports complex data types and measures, which 
restrictions in current OLAP technology do not allow. Thus, OLAP 
implementations are limited to a more simplified model for data analysis. 

•Precomputation: 
An OLAP-based implementation allows for the precomputation of measures 
at different levels of aggregation analysis. 

•Precomputation: 
An OLAP-based implementation allows for the precomputation of measures 
atdi fferent levels of aggregation  

 
Based upon these differences, it is clear that a relational approach is more 
efficient when there are complex data types and measures being used, as 
well as when there are a very large number of attributes to be considered. 
This is due to the advantage that automation provides over the efforts that 
would be required by a user to perform the same tasks. However, when the 
data set being mined consists of regular data types and measures that are 
well supported by OLAP technology, and then the OLAP-based 
implementation provides an advantage in decency. This results from the 
time saved by using precomputed measures, as well as the flexibility in 
investigating mining results provided by OLAP functions. 

   
Q6 (a) Discuss the criteria used to compare and evaluation of the classification and 

prediction method.         
  
Ans: Classification and prediction methods can be compared and evaluated according to 
the following criteria: 
 
 

i. Accuracy: The accuracy of a classifier refers to the ability of a given classifier to 
correctly predict the class label of new or previously unseen data (i.e., tuples without 
class label information). Similarly, the accuracy of a predictor refers to how well 
a given predictor can guess the value of the predicted attribute for new or 
previously unseen data.  
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ii. Speed: This refers to the computational costs involved in generating and using 

the given classifier or predictor. 
 
iii. Robustness: This is the ability of the classifier or predictor to make correct 

predictions given noisy data or data with missing values. 
 
iv. Scalability: This refers to the ability to construct the classifier or predictor 

efficiently given large amounts of data. 
 

v. Interpretability: This refers to the level of understanding and insight that is 
provided by the classifier or predictor. Interpretability is subjective and therefore 
more difficult to assess.  

 
    (b) Association rule mining often generates a large number of rules. Discuss effective 

methods that can be used to reduce the number of rules generated while still 
preserving most of the interesting rules.      

 
Ans:  There are several approaches to reduce the number of rules. Here we list a few: 

•Mine only closed frequent patterns to reduce the number of redundant rules. 
•Use multilevel rule mining and generate lower-level rules only when they are    
nonredundant given the high-level rules. For example, we may find rules at the 
product category level first. If we find that milk→cheese[support =0.1,conf =0.9] 
and at the lower level we get milk 2%→provolone[support =0.01,conf =0.92], this 
may be redundant, i.e., this would be the expected support and confidence given 
the high-level rule. 
•Use domain knowledge to define templates for the rules to be mined and define   
minimum support, confidence, and correlation measures 

                                          
Q7 (a) What is boosting? State why it may improve the accuracy of decision tree                    

induction.  
 

Ans: 

      
    (b) How classification is done by back-propagation. Give an example of a general 

multilayered feed-forward neural network.  
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Ans:                      

 

 
 
Q8 (a)   Discuss the various types of typical requirements for clustering in data-mining. 
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Ans:     (a) The following are the typical requirements for clustering in data 
mining: 
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(b) What are model based clustering methods. Discuss the two major approaches viz.         
Statistical approach and neural network based approach of clustering based 
methods. 

 
Ans: Model-based clustering methods attempt to optimize the fit between the given data   

and some mathematical model. Such methods are often based on the assumption 
that the data are generated by a mixture of underlying probability distributions. 
Model based clustering methods follow two basic approaches viz. statistical 
approach and neural network based approach. Refer book chapter 8. 

         
Q9 (a) Discuss how the data mining can be applied for Biomedical & DNA Data 
analysis.            
Ans:    
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(b) What are the major challenges faced in bringing data mining research to market?        
Illustrate one data mining research issue that, in your view, may have a strong impact 
on the market and on society. Discuss how to approach such a research issue.   
 

Ans:  Due to the high demand for transforming huge amounts of data found in 
databases    and other information repositories into useful knowledge, it is likely 
that data mining will become a thriving market. There are, however, several 
bottlenecks remaining for data mining research and development. These 
include: 

 
The handling of increasingly complex data: Such data include unstructured data 
from hypertext, documents, spatial and multimedia data, as well as from legacy 
databases, active databases, and the Internet. 

 
•Visualization and data mining: The visualization of database contents would 
help users comprehend mining results and redirect miners in the search for 
promising patterns. This requires the development of easy-to-use and “easy-to-
see” tools. 
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• The integration of mined knowledge into a knowledge-base, an expert system, 
a decision support system, or even a query optimizer. 

 
• Market or domain-specific in-depth data mining with the goal of providing 
business-specific data mining solutions. 

 
• Invisible data mining, where systems make implicit use of built-in data mining 
functions 

 
Many may believe that the current approach to data mining has not yet won a 
large share of the market for system applications owing to the fact that the 
importance and usefulness of this kind of knowledge has not completely been 
made aware to the public and the market. Currently, not every university offers 
undergraduate courses on this topic in computing science departments. Offering 
more courses on data mining may be a good start. Furthermore, success stories 
regarding the use of data mining could be featured more prominently in the 
media. 

 
 
 

TextBook 
 

Data Mining, Concepts and Techniques, Jiawei Han and Micheline Kamber, 
Elsevier, Second Edition 
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