Sampling Distribution of the Mean and the Central Limit Theorem

Sampling from a Normal Distribution:

If a sample of size n is drawn from a Normal distribution with mean µ and variance σ², then the distribution of 
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Central Limit Theorem:

If a sample of size n is drawn from any distribution with mean µ and variance σ², then if the sample size is large the distribution of 
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 is approximately a normal distribution

[image: image5.wmf]X

 ≈ 
[image: image6.wmf]2

,

N

n

s

m

éù

êú

êú

ëû


Note 1:  It is hard to specify how large the sample size needs to be before 
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 approximately has a normal distribution.  If the parent distribution is roughly symmetrical, then the sample size doesn’t have to be very large at all.  However if the parent distribution is skewed, n will need to be larger.  Some S2 text books suggests that a sensible rule of thumb is to apply the Central Limit Theorem when the sample size is greater than about 30.
Note 2:  This result explains why the Normal distribution is the most important distribution in Statistics.
Examples

1)  The mass of bars of chocolate produced by a factory have a normal distribution with mean 105g and standard deviation 4g.  A random sample of 20 chocolate bars is chosen.  What is the probability that the sample mean is less than 103g?

Let X = mass of a bar of chocolate.  Then X ~ N[105, 16].

Let 
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 be the mean weight of the sample.  Then 
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So P(
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< 103) 
= P
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= 1 – P(Z < 2.236) = 1 – 0.9873

= 0.0127.

2)  A random sample of size 100 is taken from B(20, 0.6).  Find the probability that 
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 is greater than 12.4.

· X ~ B(20, 0.6).  Therefore μ = 20 × 0.6 = 12  and  σ2 = 20 × 0.6 × 0.4 = 4.8.

As the sample size is large, 
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So P(
[image: image14.wmf]X

 > 12.4) = P
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= P(Z > 1.826) 

= 1 – P(Z < 1.826) = 1 – 0.9660 = 0.034
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