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General comments 
 
Many high quality scripts were presented in response to this examination and there were few very poor 
scripts.  Candidates generally took care to make clear the method of solution.  However, there were again 
many elementary errors in the working so that script totals were needlessly depressed.  But for these, the 
overall standard would have been higher. 
 
Few candidates gave evidence of being in time trouble.  In fact almost all candidates produced some 
sensible work in response to at least 8 questions.  It was also noteworthy that there were few misreads.  
However, comment must be made on the large increase in rubric infringements in that a significant minority 
of candidates handed in responses to both the alternatives of Question 11.  Since only one of them can be 
awarded any credit, then of course, such a practice is a serious waste of examination time. 
 
The overall impression gained by the Examiners was that candidates had a detailed knowledge of most of 
the syllabus.  An examination such as this is a test of how well this knowledge can be turned into an effective 
problem solving capability.  In this respect, most topics fared at least quite well. Induction, curve sketching, 
linear spaces and some aspects of 3-dimensional metric vectors stand out as areas of uncertainty, while  
summation of series, convergence of infinite series (or not), and applications of the calculus generated a lot 
of outstanding work. 
 
Finally, it is good to record further improvements in the standard of presentation of work. 
 
 
Comments on specific questions 
 
Question 1 
 
The majority of candidates produced a complete and correct response to this question.  Very few failed to 
establish the resolution 
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and to go on to apply the difference method to obtain 
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At this stage, there were some notational confusion in that n and not N was used in the sum function. 
 
For the rest, some candidates got involved in complicated convergence tests such as might be used when 

SN  is unobtainable in a simple form.  Here, it is sufficient to show that (*) implies limN →∞SN = 
2
1 , for such a 

result establishes both the convergence of ∑
∞

=1n
nu  as well as its value. 
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Question 2 
 
Most responses showed an approximately correct sketch of the region R with the upper boundary along the 

line θ = 
6
π .  However, about half of all candidates failed to produce a correct form for R at the point (1, 0) 

where the tangent is perpendicular to the initial line. 
 
For the rest of this question, a correct integral representation of the required area appeared in most scripts.  
Nevertheless, about a minority of candidates did not, or could not, go on to an entirely correct completion.  
All that was necessary was to write 
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and then to carry out the integration process.  Nothing beyond the methodology of basic A Level 
mathematics was needed at this stage of the question. 
 
Finally, it must be remarked that some responses showed a decimal answer even though the question 
specifically asks for an exact result. This error suggests that some candidates were unaware that an 
irrational number cannot be represented by a finite decimal and/or did not know that π is an irrational 
number. 
 

Answer:  
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Question 3 
 
The overall impression given by about half of all responses was that of an uninformed methodology.  The 
hope, apparently, was that if enough algebra appeared then the argument would look after itself.  However, 
this was far from being the case. 
 
In the first place, it is helpful to define 
 

φ (n) ≡ 232n + 312n + 46 for all non-negative n. 
 
This simple notational expedient will simplify the argument later on.  Thus to begin with the inductive 
hypothesis Hk can be formulated as: 
 

Hk : 48|φ(k) some integer k > 0. 
 
After some algebra the result 

 
φ(k + 1) = φ(k) + 48(11.232k + 20.312k) 

 
 
is obtained and this shows that Hk ⇒ Hk + 1.  Completion of the inductive argument then requires the 
observation that H0 is true, since φ(0) = 1 + 1 + 46 = 48.  However, many arguments were deficient in some 
or all of the following ways. 
 

• There was no coherent definition of the inductive hypothesis, 
 

• The central algebra only got as far as showing 
 

Hk ⇒ φ (k + 1) – φ(k) = 48(11.232k + 20.312k). 
 

 
• The hypothesis H1 was shown to be correct, but then it was claimed later that n|φ(n) for all n > 0. 



Question 4 
 
Responses to the first part of this question were generally complete and correct, but in contrast very few 
candidates made any significant progress with the remainder. 
 
Candidates generally established the echelon form 
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for the matrix A and hence obtained the dimension of RT, the range space of T.  Some, however, 
unnecessarily worked with the transpose of A and so increased the risk of introducing errors into the 
working. 
 
For the last part of this question, suppose that b1, b2 are basis vectors of RT and consider the linear form  
L = λ Mb1 + μ Mb2.  Since M is given to be non-singular, then M–1L exists and equals λ b1 + μ b2 which, since 
dim(RT) = 2, cannot be the zero vector unless λ and μ are both zero.  Thus Mb1 and Mb2 are linearly 
independent and so dim(S) = 2. 
 
Question 5 
 
There was much variation in the quality of responses to this question.  About half of all candidates produced 
correct or nearly correct solutions to all parts, while a minority of candidates made almost no progress 
beyond part (i). 
 
 (i) Almost without exception the vertical asymptote was identified as x = –1.  In contrast, a significant 

minority of candidates failed to obtain y = 2x + 3 as the diagonal asymptote and instead wrote 
down y = 2x.  This particular inaccuracy almost totally undermined any prospect of success with the 
rest of the question. 

 

 (ii) Those candidates who wrote the equation of C in the form y = 2x + 3 – 
1

6
+x

 had little difficulty in 

determining the required set of x.  In contrast, most of those who did not proceed in this way got 
involved in complicated and/or erroneous inequality arguments.  Nevertheless, in one way or 
another, the majority of candidates did produce correct answers to this part even though, in many 
cases, there was no valid supporting argument. 

 
 (iii) Most sketches were satisfactory in that the asymptotes were placed appropriately relative to the 

axes and that two branches appeared whose location and intersections with the axes were correct.  
However, the majority of sketches had some deficiency with regard to the form at infinity.  In this 
case there are four such forms and some care is needed to ensure that each of them relates to its 
associated asymptote in the right way. 

 
Answers:  (i) x = –1, y = 2x + 3; (ii)  x < –1,   x > –1. 
 
Question 6 
 
Most candidates produced good work in response to this question.  In general, the working for part (a) was 
superior to that for part (b).  Overall, this question brought to light a lack of understanding of the laws of 
indices. 
 
 (i) This very standard question on the evaluation of arc length was answered accurately by most 

candidates.  A few used a substitution such as t = 1 + 3x to evaluate xx d31
1

0∫ +  which for this 

level of examination is an unnecessary complication. 
 



 (ii) Some candidates differentiated the equation in its given form.  They also evaluated 
x
y

d
d  accurately 

and so immediately obtained the required result.  Others first wrote 
x
y

d
d  = (x4 – y3 + 6)1/3 and then 

carried out the differentiation.  However, this strategy was usually undermined by at least one basic 
error. 

 

Answers: (a)  
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Question 7 
 
About half of all responses showed a complete and correct derivation of the displayed reduction formula.  
The preferred strategy was an application of the integration by parts rule based on u = sinn – 1x, v = – cos x.  
Although much of the working in this context was essentially correct it was nonetheless badly undermined by 
the omission of limits in most, if not all, of the integrals involved.  In contrast, a small minority started with a 
consideration of D (cos x sinn + 1x) and so easily obtained the required result. 
 

Comment must also be made on responses which showed a correct derivation of the result In = 
n

n 1− In–2 and 

then, without explanation, went on to write down the required result. 
 

In the remainder of the question, almost all candidates understood that 
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this basic result to the reduction formula.  A minority of candidates saw at once that as I8 = 46
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nothing beyond simple arithmetic was needed for the evaluation of y .  The majority attempted to evaluate I8 
and I4 separately and then went on to use their results in (**).  However, this slower, more error prone 
strategy was frequently derailed by elementary errors. 
 

Answer: 
96
35 . 

 
Question 8 
 
Differential equations is usually a popular topic in these examinations and for this reason the general quality 
of responses to this question was not as high as might be expected.  Again, comment must be made on the 
negative effect of many elementary errors in the working. 
 
Most responses began with a correct derivation of the complementary function.  However, for the particular 
integral things did not go so well in that a significant minority of candidates thought this must be of the form 
λte – 3t.  Possibly the motivation for this basic error was the appearance of e–3t in the complementary function 
and this led to the application of a standard procedure without due consideration. 
 
The majority of responses showed a correct use of the initial conditions.  However, there were some 
candidates who applied them to y = e –3t(A cos 4t + B sin 4t) as if this was the general solution.  Working for 
the last part was often superficial and proved nothing, or was unnecessarily complicated.  In fact it is only 
necessary to show that y =e –3t(3cos 4t + 4sin 4t + 5) can be expressed in the form e3ty = 5cos(4t + φ) + 5 
from which the required result follows immediately. 
 
Answer:  y = e–3t(A cos 4t + B sin 4t + 5). 
 
Question 9 
 
This was yet another question where the methodology used by most candidates was appropriate, but where, 
on account of many working errors, complete and correct responses were very much in a minority. 
 



The first two displayed results are standard and almost no candidates failed to establish them.  

Subsequently, most responses showed an attempt to use the binomial expansion of 
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constructive way.  However, not infrequently this function of z was interpreted as cos7θ and not as 128cos7 θ.  

Likewise, it was common for some or all of zn + 
nz
1  where n = 1, 3, 5, 7 to be regarded as cos nθ and not as 

2 cos nθ.  Such errors, of course, precluded any possibility of obtaining the correct values for p, q, r and s. 
 
Most responses to the final part of the question began with the correct integral representation of the mean 

value, that is with ∫ 4

0

7 d2cos4 π
θθ

π
.  Later working then made use of the result of the previous part of the 

question though earlier errors were the main cause of failure at this stage. 
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Question 10 
 
Candidates generally found some difficulty with this question.  Many failures occurred in the first part of the 
question. 
 
Responses generally exhibited p = 24 and subsequently stated or implied that the vector 2i + 3j + 4k is 
perpendicular to the plane Π.  However, about half of all candidates were unable to obtain possible values 
for q, r, s and t.  In this context it was common to see complicated arguments based on the observation that 
(q i + r j) × (s i + t k) is parallel to the normal vector 2i + 3j + 4k, but in most cases these were not 
successful. 
 
The next part of this question again divided candidates into two main categories.  On the one hand, there 
were those who took the most direct route, that is they verified that, for all θ, the given scalar equation of Π is 
checked out when x = 29 + 5θ, y = –2 – 6θ, z = – 1 + 2θ.  On the other, there were those who verified at least 
one of (a) that a particular point of l is in Π, (b) l is perpendicular to 2i + 3j + 4k.  However, not all members of 
the second category of candidates verified both (a) and (b). 
 
For the last part, strategies were soundly based and the working was generally accurate.  There were many 
correct responses.  Frequently these began with (2i + 3j + 4k) × (5i – 6j + 2k) = 30i + 16j – 27k so indicating 
that almost all candidates were familiar with the vector product and were able to apply it in a relevant way. 
 
Answers:  r = 24i + λ(3i − 2j) + μ(2i − k) or equivalent; 30x + 16y – 27z = 865. 
 
Question 11 EITHER 
 
Almost all responses began with something like Σα2 = 9 – 2 × 5 = –1 but subsequent working was markedly 
less convincing. 
 
For the next part full credit could be obtained by arguing along the following lines: 
 
(1)  All roots real ⇒ Σα2 > 0. 
 
(2)  Real coefficients ⇒ complex roots occur in conjugate pairs. 
 
(3)  Hence as Σα2 < 0 then there are < 2 real roots. 
 
However, the majority of responses missed out (2). 
 
The working for the third section of this question was generally poorly structured.  Odd fragments of possibly 
relevant results were scattered around without cohesion.  In the first place it is helpful to define                   
φ(x) ≡ x4 + 3x3 + 5x2 + 12x + 4 so that φ(0) = 4, φ (–1) = –5, φ(–3) = 13.  The change of sign of φ(x) in the 
interval [–3, –1] implies an odd number of real roots in this interval and likewise for the interval [−1, 0].  Since 
it has been proved that there are no more than 2 real roots, then there must be exactly one real root in each 
of the intervals [–3, –1] and [−1, 0].  Thus there are exactly 2 real roots in the interval [−3, 0]. 



 
The basic two components of the proof of the final result are αβγδ = 4 and γ, δ complex conjugates  
⇒|γ| = |δ|.  The required result can then easily be derived. 
 
Question 11 OR 
 
Only about half of all candidates could establish the introductory result.  In fact the proof is simple and 
depends, in the first place, on the observation that BM = MAM–1M = MA.  From there it follows that        
B(Mx) = (BM)x = (MA)x = … = λ(Mx) which result, by definition, shows Mx to be an eigenvector of B with λ 
as the corresponding eigenvalue. 
 
 (i) Most responses indicated in some way that the eigenvalues of A are 1, –3, –5.  A few candidates, 

however, unnecessarily first established the characteristic equation of A and then eventually 
obtained the eigenvalues.  Generally the methodology for producing a set of corresponding 
eigenvectors was correct, but there were many elementary errors in the working. 

 
 (ii) Responses usually showed an application of the first result leading to the conclusion that the 

eigenvalues of B are also 1, –3, –5.  They also multiplied their eigenvectors for A by the given 
matrix M, but earlier errors carried on to this point to the extent that only a minority of candidates 
obtained a correct set of eigenvector for B. 

 
 (iii) The correct methodology appeared in most responses but by this stage relatively few scripts were 

error free. 
 

Answers:  (i)  1, –3, –5;  
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  (iii)  A possible matrix Q has the eigenvectors of B as columns; D = diag[1, (–3)n, (–5)n]. 




