Expectation and Variance of a Random Variable
The Expectation of a random variable is its ‘expected value’. This is found by multiplying each of its possible values by the corresponding probability.

Thus 
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where pi = P(X=xi)
Note that this form is similar to that for the mean calculated using frequencies.

The variance of a random variable is found in a similar manner:
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The standard deviation of a random variable is σ, the square root of the variance. The term 
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is sometimes written as E(X2) – the expectation of X squared.

Binomial Distribution
For X ~ B(n,p) then

E(X) = np and Var(X) = npq where q = 1-p
The first result can be stated as 

Number of successes  = number of trials (probability of success in a single trial

Geometric Distribution

For X ~ Geo(p) then
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This result can be stated as 

Expected Number of times to first success  = 1 divided by probability of success in a

 single trial

[Note: The variance of the Geometric Distribution is not part of the S1 course]
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